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Préface

Ce mémoire présente mes travaux de recherche sur la moélidatla qualité de I'air et
des aérosols. Les améliorations des modéles de la quali@rdsont pertinentes pour obtenir
de meilleures prévisions de la qualité de l'air et pour a@da mise en place de politiques
publiques efficaces. Mes travaux sur la qualité de I'air ammencé en 2002 lors d'un pre-
mier post-doctorat au P6le Air du Centre d’Enseignement &etdherche sur I'Eau, la Ville et
'Environnement (CEREVE) sur la modélisation des conceiminaten ozone autour de Paris,
et le développement d’'un modéle boite pour représenterriardigue des aérosols (approche
modale, modele MAM). lIs se sont ensuite poursuivis avecast-doctorat au CRIEPI (Centre
de recherche de I'industrie électrique du Japon) durawnigigti finalisé le développement du
modéle MAM, et je I'ai couplé au modele de chimie transpota8D pour modéliser la qua-
lité de l'air a Tokyo. J'ai ensuite mis en place une collatioraCEREA-CRIEPI pour le projet
MICS Asie (inter-comparaison de modéles de qualité de liaif'Asie) durant lequel jai com-
paré les simulations du modeéle Polair3D sur I'Asie aux t@ssild’autres modeles. A la fin de
'année 2005, j'ai commencé un post-doctorat au CEREA sur ldéhisation des aérosols a
I'échelle européenne et la compréhension des processdemirient la formation des aérosols.
J'ai été embauchée en tant que chargée de recherche au CEREA dddannée 2007. Mes
actions de recherche concernent 'amélioration des medelmériques pour simuler la qualité
de I'air, en combinant : (1) une meilleure représentationml®cessus physico-chimiques, (2)
la confrontation du modéle aux données expérimentale$jd8tification des processus les
plus incertains pour la formation des aérosols. J'ai ercade post-doctorante, Elsa Real, sur
la modélisation de I'impact des aérosols sur les taux deghys# des gaz et sur les concen-
trations d’aérosols. J'ai travaillé avec le doctorant, Basilbriet, sur la modélisation des
particules ultra-fines en sortie de pot d’échappement (egepdu modele MAM a un modele
de mécanique des fluides). J'ai ensuite participé a I'emradnt d’un doctorant, Youngseob
Kim, sur I'implémentation de schémas chimiques gazeux tiaptate-forme de la qualité de
I'air Polyphemus et I'impact des différents schémas surctascentrations de polluants (gaz
et aérosols), ainsi que sur la modélisation météorologiglechelle urbaine. J'ai participé a
une inter-comparaison de modeles de qualité de I'air sur6pe et ’Amérique du Nord dans
le cadre du projet AQMEII (Air Quality Modelling Evaluatioimternational Initiative), ainsi
gu'a I'encadrement de deux doctorants sur la modélisatasnagrosols (Florian Couvidat sur
la modélisation des aérosols organiques et Hilel Dergaouasmodélisation du mélange des
particules), et un doctorant sur I'assimilation de donrl&ss (Yiguo Wang). J'ai également
travaillé avec Philippe Royer, étudiant en thése de Patrigz€tte au Commissariat a I'énergie
atomique, sur la comparaison de simulations de Polypheragesdes données lidar sur Paris.
J'encadre une doctorante, Stéphanie Deschamps, deputisniiae 2011 sur la modélisation
de la concentration en nombre des aérosols ; et un doct@anpeng Zhu, depuis 'automne
2012 sur la modélisation du meélange des particules damadgthére. Je co-encadre égale-



ment depuis I'automne 2012 un doctorant, Charbel Abdallahlasmodélisation des aérosols
a Beyrouth (Liban).

Pour synthétiser mes différents travaux, j'ai choisi depl&senter selon 3 axes. Le premier
axe concerne la modélisation “boite” qui concerne la repregion des processus physico-
chimiques qui influencent les concentrations d’aérosois dm volume fixe homogene. Le
deuxieme axe concerne la comparaison des modeles aux atisesvet I'inter-comparaison
de modeles de qualité de I'air. Le troisieme axe concerdediification des processus les plus
incertains dans la modélisation. Le dernier chapitre du oénaétaille les perspectives pour
ces recherches.
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Chapter 1

Introduction

With the impact of air pollution on health and vegetationnigea great concern, air quality
models (AQMs) are often used at a regional scale to predicfuaility; that is, to compute the
distribution of atmospheric gases, aqueous-phase spanidgarticulate matter (PM). Parti-
cles, especially fine particles, leas to adverse effectsuoman health [e.gPopeet al,, 1999,

and to visibility reduction. They also affect the manner ihiei radiation passes through
the atmosphereHaywood et Bouche200(d and represent an uncertain component of climate
changes due to direct and indirect effects on the Earthiatiad budget. The first motivation
for better understanding the behaviour of atmosphericsa¢sas then related to air quality,
while the second one is related to climate change.

PM is a complex mixture of mineral dust, elemental carbon (&€9 referred to as black
carbon or ligh-absorbing carbon, which may also contaimaesorganic carbon, inorganic
(sodium N&, sulfate S@, ammonium NH, nitrate NG, chloride CI) and organic (pri-
mary organic aerosol POA and surrogates of secondary argarosol SOA) components, with
composition varying over the size range of a few nanometeseveral micrometers. These
particles can be emitted directly from various sources. (aajural such as biomass burning,
sea-salt, dust, and anthropogenic) or can be formed in thesghere from the transforma-
tions of organic or inorganic precursor gases. Over Eurapayual-average PM (particles
of aerodynamic diameter lower than 2.5) concentrations are primarily composed of car-
bonaceous compounds (EC and organic matter OM), nitrdfatesuand ammoniunPio et al.
[2007 reported similar concentrations of inorganic and orgar@impounds at non-urban lo-
cations. According to Airparif ("Origin of the particles itefde-France", September 2011,
http://www.airparif.asso.fr/_pdf/publications/rappparticules-110914.pdf), over lle-de-France,
carbonaceous compounds represent from 40 to 65% of thematkd of annual average BM
concentrations, and inorganic species from 25 to 45%.

In Europe, concentrations of RM and PM, are regulated. Pl and PM, annual con-
centrations should not exceed 25 and#n—3 respectively, and the daily P)Mconcentrations
should not exceed 50g m~3 more than 35 days per year. These regulatory thresholdsfer p
ticles are frequently exceeded in Europe. According to@eaand places, the exceedances
are due to inorganic compounds such as ammonium nitrataniergompounds, desert dust
or biomass burning, and more rarely to volcanic emissionr@MA are powerful tools to as-
sess the effects of proposed emission reductions on caatiens, and to evaluate whether the
proposed emission reductions may help in attaining thelasgny thresholds, e.g. for ozone,
nitrogen dioxide, PNy and PM 5.
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AQMs are composed of a series of modules that represent gsecghand chemical pro-
cesses that govern the concentrations of pollutants. Diiraitations in our understanding and
computational resources, many processes are necessaplyfied or parameterised. Disper-
sion corresponds to transport by winds and mixing causedtylence. In AQMs, meteoro-
logical fields are often computed off-line, i.e. using a neddogical model, and the effects of
particles on meteorology is thereby neglected. Chemicalgsses include gas-phase, aqueous-
phase and particulate-phase chemical mechanisms, asav#léanodelling of the dynamic
evolution of the size distribution of particles and the ratgions between the different phases,
such as the heterogeneous reactions of gas-phase spethespatticle surface. Deposition
processes remove pollutants from the atmosphere anddrahsin to other media.

The gas-phase chemical mechanism is an important compoh&@®Ms, because sec-
ondary pollutants such as ozone and semi-volatile spece&esqotential PM precursors) are
formed during the gas-phase degradation of anthropogadibiagenic compounds [e Binlayson-Pitts et F
2000. A mechanism that treats oxidant formation explicitly uavequire several millions of
organic reactants and products and even more reactiamsgntet al,, 2005. Hence the chem-
ical mechanisms used in three-dimensional AQMs must s&rix@lance between the complex-
ity of the mechanism and its computational efficienbpfige 200J. Condensing a chemical
kinetic mechanism to minimise computational requiremeetsessarily introduces approxima-
tions that are reflected as uncertainties in the mechanismiaiions.

Particles are often assumed to be internally mixed, thaaiggbes of a given size are as-
sociated to a unique chemical composition. On the oppaogitder the external mixing as-
sumption, particles of a given size can have different chahtiompositions. Although the PM
size distribution may be modelled by different approache8QMs, it is often modelled using
the sectional distribution [e.@ebryet al,, 2007 or the modal distribution [e.d5arteletet al,,
2004. PM “box” models usually take into account the processesoafgulation (collision of
particles due mostly to their Brownian motion), condengdéeaporation (mass transfer be-
tween gas and PM phases) and nucleation (formation of PM fhmrgas phase). The PM
composition and mass distribution are strongly influencea@¢dndensation/evaporation pro-
cesses. Two approaches may be used to model these procashgsamic approach (mass
transfer is explicitly taken into account) or an equiliniapproach (thermodynamic equilib-
rium is assumed between the gas and PM phases). Althoughassusnption may be valid for
small particles (diameters </m), it may not hold for larger particles. However, it is often
used for all particle sizes, because it is computationaky. f

Organic aerosols (OA) are a significant fraction of PM. Cotregions of organic aerosols
are important in winter because of combustion emissionsthagresence of semi-volatile
organic aerosols, while in summer the concentrations cdricgaerosols are mainly due to
biogenic compounds. They are often dominated by secondganic aerosol (SOA), formed
from the condensation of low-volatility oxidised gas-pdasganic compounds. Although the
formation of inorganic matter is relatively well understihahe modelling of OM, which in-
volves a large number of existing organic species and congblemical reactions/condensa-
tion pathways, is more difficult. At the global and Europeaalss, it is usually considered
that the biogenic fraction largely dominates the SOA bud@bgenic emissions are mostly
made of volatile organic compounds VOC (e.g. isoprenegtap), that may be oxidised and
then condense onto particles or form new particles. Becdugsexidation of biogenic VOC
is enhanced by anthropogenic plumes, reducing anthropogemssions may actually reduce
the biogenic OA concentration.
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These examples of key aspects of air quality modelling laghthe need to develop models
(mechanisms and parameterisations) that are both reaisti computationally efficient. The
following sections describe the development of such moaledstheir evaluations.






Chapter 2

Multiphase “box” models

“Box” models refer to mathematical representation of phgisamd/or chemical processes in a
fixed volume of uniform properties (pressure, temperattoaecentrations, etc.). They can be
used to describe the atmospheric multiphase mixture opbpase species, particles and cloud
droplets.

2.1 Gas phase

Secondary pollutants such as ozong)(@d PM precursors are formed during the gas-phase
degradation of anthropogenic and biogenic compounds:esxid nitrogen (NQ, the sum of

NO and NQ) and volatile organic compounds (VOCSs). In the boundaryriagédey oxidant

is the hydroxyl (OH) radical, because of its relatively higincentration and because it reacts
with most trace species. Because of its health impact anthksd the oxidation capacity

of the atmosphere, the formation and destruction 9h@ve been extensively studied; 3
influenced by photochemistry, e.g. the photodissociatid@sodeads to the production of OH
radicals, while the photodissociation of N@ads to the production of Das well as by the
relative importance of NQand VOCs. Because of the importance of photochemistry, daytim
chemistry and nighttime chemistry differ, e.g. nitrate (l€@dicals become dominant at night.

A mechanism that treats oxidant formation explicitly woudjuire several millions of or-
ganic reactants and products and even more react#hamadntet al, 2005. Hence the chemi-
cal mechanisms used in three-dimensional AQMs must stitiledaance between the complexity
of the mechanism and its computational efficiency. Condgnaichemical kinetic mecha-
nism to minimise computational requirements necessarthpduces approximations that are
reflected as uncertainties in the mechanism simulations.

Condensed chemical mechanisms for tropospheric ozone fiormare mostly classified
as lumped structure mechanisms and lumped species meatisanik a lumped structure
mechanism, chemical organic compounds are divided intdlsnspecies elements (functional
groups) based on the types of carbon bonds in each speciadumped species mechanism,
a particular organic compound or a surrogate species istagegresent several organic com-
pounds of a same class (e.g., alkanes, alkenes and argmdtich, for example, have similar
reactivity with hydroxy radicals. In the lumped structuegegory, commonly used mechanisms
are CBO05 farwoodet al., 2005 and its predecessors. In the lumped species category, com-
monly used mechanisms are RACI8tpckwellet al, 1997, RACM2 [Goliff et Stockwell
2008 or SAPRC [Carter 2010 and their predecessors.



14 Chapter 2 — Multiphase “box” models

As organic gases are oxidised in the gas phase by Qln@® NQ, their volatility evolves.
Their volatility may decrease by the addition of polar fuacal groups (such as hydroxyl,
hydroperoxyl, nitrate and acid groups). On the other haridiation products may have higher
volatility than the parent organic gases due to the cleagégarbon-carbon bonds. Products of
low volatility may condense on the available particles timelsh equilibrium between the gas
and particle phases. The formation of these semi-volatgarac species (SVOC) is often not
considered in the mechanisms described previously, whesk ariginally developped to model
O; concentrations. To link these mechanisms to organic akmedels [e.g.Schellet al,
20072, Couvidatet al., 20124, additional oxidation products corresponding to surtega@/OC
species are added to molecule-based chemical mechanistdsioAal molecule-based species
also often needs to be added to carbon-bond mechanismsasucB5, in order to represent
these oxidation products. Organic aerosol models oftesidenthat SVOCs are formed after
one oxidation step, whereas several oxidation steps magdaered to correctly model SVOCs
responsible for SOA formation [e.gee-Tayloret al, 2011].

Our work in gas-phase chemistry has focused on the coupliggssphase chemical kinetic
mechanisms with aerosol modules, and the intercomparisgassphase mechanisms in terms
of ozone (Q) and secondary PM formation (see sectod).

2.2 Particle phase

The PM size distribution may be modelled by different apphas, among which the most
common in AQMs are the sectional size distribution [the sligribution is discretised into
sections or “bins”, e.gDebryet al, 2007 and the modal size distribution [the size distribu-
tion is discretised into log-normal modes, e $arteletet al, 20049. Internal mixing is often
assumed, i.e. a chemical composition is associated to eathlp size range (to each bin or
mode).

Our work in this area has focused on the development of inggtomimerical methods for
the solution of the genral dynamic equation (GDE) using kb#hmodal and the sectional
approaches, and the development of a general approach & mddrnally mixed particles.

2.2.1 The modal and the sectional approaches

Let us denoteu(v, t) the number of aerosols, which volume ranges betweandv + dv.
Particles are assumed to be spherical and the diameieoften used instead of the volume

In sectional models, the aerosol distribution is descrlined sum of sections. Let us denote
ns the number of sections. In each sectipthe numbetV;(¢) and the mas§);(t) of particles
are constant:

Ni(t) = /d (o) dd, 2.1)

i

df aF
K3 ﬂ' k3
Qit) = / gi (dp, 1) dd,, = gpi / df; n; (dy, t) dd, (2.2)

d d-

i T

whereg; (d,, t) is the mass concentration of particles of diamefgrp; is the density of par-
ticles, andd; andd;" are the lower and upper bounds of the sectioThe diameteri,; of
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particles in section can be diagnosed using the relation

™
Qi=g dyi N, (2:3)
In modal models, the aerosol distribution is described asraaf log-normal modes; (d,, )
N; 11n*(d,/d,
) = iy [ 2
V2rln(o,;) 2 In“(0,,)

whereN; is the total number of aerosols in the made,, ; is the median diametedi, is the
particle diameter and, ; is the standard deviation of the mode. The mode distribusiknown
once the three paramete¥s, d,; ando, ; are. To derive the dynamical equations of the modal
distribution, moments are used. The moment of ofdef the distribution is defined as

My; = / h d ni(d,) d(d,) (2.5)

which leads to 2
Mhﬂ‘ = deg,z exXp <? 1112 0'971-) . (26)

The three parameters;, d,; ando,; may be computed from the three momemtig;, M;,; and
Ms ; as follows:

(MY 28
g8 MG,@'MS)’Z' ( ' )

1 My.; Mg ;
040 = €Xp (\/§ In (%)) (2.9)

Note that the moments are related to physical quantities:

e M, is the total numbenV; of aerosols

Mo; = N,
e M5 ; is proportional to the total volume of aerosols per volumaiof
My = 2V,

The PM distribution evolves under the effect of differenigesses. Those strongly related
to the particle phase are coagulation, nucleation and cwadien/evaporation.

2.2.2 Coagulation

Atmospheric particles may collide with one another due ®@rtBrownian motion or due to
other forces (e.g., Van der Walls: attractive and repulfavees between molecules). Brownian
coagulation is believed to be the dominant mechanism intthesphere.

By Brownian coagulation, the number distribution evolvesaiows:

(%Dmg -2 /O "B v — v n(v)n(o — o )dv — /0 B nn()de (2.10)
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] Coagulated Section i
Section b particles

Figure 2.1: Coagulation between sectiénandi,

Section i

wherefs(v,v") = B(v',v) is the Brownian coagulation coefficient between particlegotdime
v anddv’.

In the sectional approach, when particles coagulate, thdtieg particles may belong to
sections different from the initial section in which the fi@des were. Each sectians defined
by fixed diameter bound$ ; andd} ;. As shown in Figure2.1, when particles of two sections
l; andl, coagulate, part of these coagulated particles belonggteetttion, i.e. their diameter
belongs tdd,, ;, d, d+ ;. This part is represented by a partition coeffici@t . By defining par-
tition coefflc:lents which redistribute coagulated sawdimto the initial sections, the evolution
equation for the number concentration of a sectiamay be written as follows:

ANi(t) 1< om
dt( ) _ > 3 ZKlllthlel( YN, () ZKle (2.11)
l1=112=1

wheres,, is the number of sections, the coagulation kernel coefficién, is assumed
constant over the sections
[d, ), d; LIX(d, 0, d; L] Fo.IIc.)wing Jacobsqret ?l.' [1994 and as detailed bipebry et Sportisse
[2007, the partition coefficient may be simplified as

m12
F i, = 7 L2/ /_ ) du dv (2.12)

Pl

with L, the width of sectiori;, E'(u,v) is equal tol if the formed particle is in sectiof) 0
otherwise.
Similarly, the evolution of the mass distribution in seatianay be written as

d%t( : Z ZKlllZRhlell( )N, (1) ZKZNZ (2.13)

l1=11x=1

With the modal approach, because of the log-normal shapghs afiodes, it is more difficult
to define partition coefficients. The evolution equationdach mode is obtained by substituting
n(d,,t) by the sum of the log-normal modes (for example for 3 madgsandk, n(d,,t) =
ni(d,,t) + n;(d,. t) + ni(d,, t)) in equation .14 and by making the following hypotheses:

e When particles from the same mode collide (intra-modal clzdigun), the agglomerated
particle remains in that mode.

e When particles from two different modes collide (inter-mbci@agulation) the agglom-
erated particle is assigned to the mode with the larger miean s
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The evolution equation of the moments of ordanay be written as
8Mh h/3
(58) =5 [+ ) s dintan) n(d) dd )i
coag

= / / (d -+ dv) B(dy,, dyy) n(dyy)(dyy) d(dy)d(dyy)  (2.14)

Appendix 1 details the evolution equation of the moments ®itnodes.

2.2.3 Nucleation

The smallest particles are formed by the aggregation ofogeseolecules leading to thermo-
dynamically stable clusters. The mechanism is poorly knaneh most nucleation parameter-
isations used in AQMs assume homogeneous binary nucleattisumfate and water to be the
major mechanism in the formation of new particles [&ganget al., 2008 Vehkamakiet al.,
2002 2003. Binary schemes tend to under-predict nucleation ratesmmparison to observed
values, and sulfuric acid-ammonia-water ternary nucegtarameterisations have been devel-
oped [e.gNapariet al, 2003. Nucleation of organic molecules may also occur, parédyl
over forests in pristine areag/ent 196QJ and such nucleation processes have been tentatively
reproduced in the laboratordpulonet al, 2013. However, the most relevant and complex
nucleation processes may be the formation of ultrafine glastiin car exhausts, which may
involve both sulfuric acid and organic moleculéghriet et al, 201Q Seigneur2009.

In the sectional approach, the evolution equations of nurabé mass are

(35:?) = J (2.15)
0Q;
(g) = JplGdio (2.16)

where.J is the nucleation rate, the density of particles/,, ando,, are the mean diameter
and the standard deviation of aerosols that nucleate. Imttal approach, the rate of change
of moments due to nucleation may be written as

OM 2
( 8th) = Jd" .exp (?1‘12 ago) (2.17)

Uncertainties in the nucleation parameterisation schameeguite largeZhanget al.[2010
found differences by several orders of magnitude among dickeation rates for sulfate parti-
cles calculated with 12 different parameterisations utitesame meteorological and chemical
conditions. Recent studies also derived empirical paramsat®ns to model nucleation as a
function of atmospheric ion concentrations and low-vigadrganic vapoursNieminenet al,,
2011 Paasoneset al, 2010. Similarly to ammonia, amines may react with sulfuric acid
the atmosphere to participate to the nucleation of new@estiErupeet al,, 2011].

2.2.4 Condensation/evaporation

Some gas-phase species with a low saturation vapour peasgy condense on existing par-
ticles while some species in the particle phase may evapordtis mass transfer is governed
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by the gradient between the gas-phase concentration acdnicentration at the surface of the
particle.
The condensation/evaporation term is

on\ 9
(E) cond o om (218)

wherely(v,t) = %—T is the rate of change of the total mass of a particle of masas a result of
condensation/evaporation processigsq positive in case of condensation and negative in case
of evaporation) For a specigsit may be written as

Los(dy, t) = 2Dy d¥ f(Kny, a;) (cs — ¢ n(dy)), (2.19)

with d; the wet diameter of particles, the concentration of speciesin the gas phase:?
the aerosol surface concentration at equilibrium with teesol mixture,D, the diffusivity
of speciess in air, Kn; = 2 \,/d; the Knudsen numbep, the mean free path of species
in air, f(Kn;, «;) a correction factor for non-continuum effects and impdréazommodation
[Dahneke 1983, a; an accommodation coefficient (betwe@and1) andr the Kelvin effect
correction coefficient. This coefficient models the effetthe curvature of small particles,
which leads to an increase of the saturation vapor pressukennical compounds, making
their condensation more difficult and favouring their evapion.

For the sectional distribution, using a Lagrangian apgndagc letting the section bounds
evolve, and assuming that the number of particles is unifooonstant between the bounds,
the condensation/evaporation term may be writterDeebfy et Sportisse2004

ON;
— 2.2
< at >cond ! ( O)
an s
— = N; Iy; ; 2.21
( at >cond z Ovz’S(dp’J ( )
and for the modal distribution, it may be written as
oM, 2h [ 4
= — I . 2.22
( at )cond ™ p 0 dp ! n(dp7 t) d(dp> ( )

wherel, (v, t) = % is the rate of change of the total volume of a particle of vaturas a result
of condensation/evaporation processes. For a speokgdensityp,, it may be written as

I
I, o(dy 1) = 20 1), (2.23)

Ps

To gain computational time, the concentration in the bulkk plaase is often assumed to be
equal to that at the particle surface, i.e. to be at locahtieglynamic equilibrium with the par-
ticle composition. In other words, the dynamic modellingyrbe replaced with an assumption
of thermodynamic equilibrium between the bulk gas and PMsphaAlthough this assumption
may be valid for small particles (diameters gfin), several measurements [eAllen et al,
1989, as well as studies of time scales required to reach theynadic equilibrium [e.g.
Wexler et Seinfeld199(, have shown that the assumption of thermodynamic eqiilibmay
not hold for larger particles [e.®ilinis et al,, 200q. Although the equilibrium approach is less
accurate than the dynamic approach, it is attractive bedaisscomputationally fast.
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2.2.4.1 Redistribution or mode-merging schemes

For 3-D applications, the sections or modes need to be ahdisize ranges throughout the
simulations. As particles grow/shrink with condensatwaporation, the bounds of the sec-
tions or modes evolve, and it is necessary to redistribigentimber and mass or moments,
introducing numerical errors.

In the sectional approach, the section bounds are usuadd.fixhe number, the mass
concentrations and the diameter of each section are limkedgh the equatior2(3). Redistri-
bution occurs when the diameter of a section increases oeases beyond the section bound-
aries. The key point in redistributing sections after corsd¢ion/evaporation is to choose which
of the two variables amongst mass, number and diameter geoaand which to diagnose.
Different approaches exist depending on whether the meaneder of the section is allowed
to vary or not Devillierset al.[2013).

In the modal approach, different mode merging schemes magdxg often based on that of
Binkowski et Rosell§2003, where a threshold diameter between the two modes to beatherg
is chosen as the diameter where the number distributionseofwto modes overlap. Mode
merging may also be applied for each mode when the diametdedistribution exceeds a
fixed diameter $arteletet al.[20071).

2.2.4.2 Inorganic compounds

The inorganic compounds usually considered are sodiufm dldfate S, ammonium NH',
nitrate NQ; and chloride Ct, and sometimes crustal species (C&", Mg*") which can
affect thermodynamic equilibrium where dust concentratiare large. Sulfate formed from
the nucleation or condensation of gaseous sulfuric acikb@) has a low saturation vapour
pressure and easily condenses onto particles. In the lpgstiase, sulfate may be neutralised
by ammonium, which is formed from the condensation of am@¢NH;). Ammonium may
also be neutralised by nitrate formed from the condensatianitric acid (HNG;). Particles
may be solid or in an aqueous solution. A solid particle tiamss into an aqueous solution
when the relative humidity reaches a specific level calledMlutual Deliquescence Relative
Humidity (MDRH), which is a function of the composition of tiparticle. The aerosol water
content is often approximated by the Zdanovskii-Stokeshimn (ZSR) relation, which states
that the total aerosol water content at a particular redativmidity is the sum of the water
content of each chemical component of the particle.

Departure from thermodynamic equilibrium drives the maasdfer of species between gas
and particle phases. Thermodynamic models are used to ¢enmauconcentrations of gas and
particles at equilibrium.

Some models, such as AIMR\exler et Clegg2003, use a Gibbs free energy minimisa-
tion method to determine the thermodynamic equilibriuntestais this method is computa-
tionally expensive, other models rather solve a reduceafsequilibrium reactions. As the
particle phase is concentrated, it is non ideal (intermd&ecinteractions between chemical
compounds are strong) and the equilibrium constants oticeecdepends on activity coef-
ficients (EQUISOLVIIJacobsori1999, ISORROPIANeneset al.[1999), leading the set of
equilibrium equations to be highly nonlinear. To gain cotapional time, these coefficients
may be tabulated depending on the composition (e.g. ISORRO&hd/or only equations in-
volving components which are in non-negligeable quastdie considered (e.g. ISORROPIA,
SCAPE2Menget al.[1999).
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Figure 2.2: Time variation of ammonium and nitrateuig m—3), using measured gas and PM
concentrations on 23 November 1999 at Komae as initial ¢tiomdi [Sarteletet al., 2004.

Most thermodynamic models compute the global equilibriuetween gas and particle
phases, i.e. from the total concentration of a componegt énmonium in the particle phase
and ammonia in the gas phase), it will determine the gas ctrat®on (ammonia) and the
particle concentration (ammonium). Others, such as ISORRQRay also solve the reverse
problem and provide the surface concentrations of gasegudilium from the particle con-
centrations. These surface concentrations are the coatiensc:? involved in the condensa-
tion/evaporation equation.

In case of liquid particles, for numerical stability, linmg the acidity flux proportionally to
the particle hydrogen ion concentration leads to corradgtidhe surface concentrations of PM,
as done bypebry et Sportissg200§ andPilinis et al.[2000.

The evolutions of gaseous concentrations can be deducedtfre® evolution of particle-
phase concentrations by mass conservation.

If global thermodynamic equilibrium is assumed, the p@arting between particle and gas
phases is first computed using the thermodynamic model, avelghting scheme is used to
redistribute total particle equilibrium concentratiornstdeen the particles of different sizes
(bins or sections). The weighting scheme may depend on it toncentration of sulfate in
each modeS$arteletet al, 2006 Binkowski et Roselle2003 or on the condensation/evapora-
tion kernel of the condensation/evaporation r&arfeletet al., 2006 Debryet al., 2007. The
evolution equation of condensation/evaporation is théy ased to compute the rate of species
of low volatility such as sulfate.

Sarteletet al. [2009 compared the concentration of nitrate, ammonium and aldoob-
tained using a sectional model with 15 sections (SIREAM-a5nodal model (MAM) with
4 modes and a modal model assuming thermodynamic equitibfMAM-eq). Initial con-
ditions and meteorological variables were obtained froiygeeraged measurements made
on two highly polluted days, 23 November 1999 and 25 June 2@0Komae (Japan). Dif-
ferences between MAM and SIREAM are very low at equilibriutth@ugh the time to reach
equilibrium differs between the two models (see Figtgsand2.3). Assuming global ther-
modynamic equilibrium may also lead to significant diffezeiin PM concentration, as shown
in Figure2.3,
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Figure 2.3: Time variation of ammonium and nitrateuig m—3), using measured gas and PM
concentrations on 25 June 2001 at Komae as initial condifi®arteletet al., 2004.

2.2.4.3 Secondary organic aerosols

The oxidation of VOCs leads to species (SVOCSs) that have isargly complicated chemical
functions, high polarisations, and lower saturation vaygrassure. There are many uncertain-
ties surrounding the formation of secondary organic a¢roBae to the lack of knowledge
and the sheer number and complexity of organic species, cheshical reaction schemes for
organics are very crude representations of the true mesanthese typically include the
lumping of representative organic species and highly sfragireaction mechanisms.

SOA modelling has undergone significant progress over teefpa years due to the rapid
increase of experimental data on SOA yields and moleculamatal composition resulting
from the oxidation of a variety of VOC and SVOC. SOA models cangbouped into two
major categories: (1) models based on an empirical reptasam of SOA formation and (2)
models based on a mechanistic representation of SOA fawmatilodels of the first category
include the widely used two-compound Odum appro&tymet al., 1994 and the more re-
cent volatility basis set (VBS) approacBgnahueet al., 2006 2011. In the two-compound
Odum approach, the oxidation of a VOC precursor is approtachly a reaction with 2 lumped
productsP; and P, which are semi-volatile and can condense onto the particse

VOC + Oxidant= a1 P+ as Py (224)

The stochiometric coefficients, as well as the partitiorangstants between the gas and parti-
cle phases of each product are estimated from chamber mey@s. Although the molecular
structure of the products are usually unknown, the totaigparticle mass and the partition-
ing between the gas and particle phases is obtained fromdbdelraf PankowPankow 1994

by resolving iteratively

- - K, M,
Mo — 2 : _ E : P 70 292
’ i=1 Cpﬂ i=1 Ctot,z ' 1+ Kp,i MO ( 5)

where n (=2) is the number of semi-volatile products, is the concentration in the particle
phase of compound C,, ; is the sum of the concentrations in the gas and particle ghafse
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compound and K, ; the partitioning constant

G 11
PECLs My C

(2.26)

with C the saturation concentration 0in the organic mixture. The partitiong constants vary
with temperature as modelled by the Clausius-Clapeyron eguatich relates it t@ H"*? the
difference between the enthalpy of the vapor and the ligtates Effective values of H"*?
are determined empirically from the temperature transé&ion of bulk SOA. In the 1D (one
dimensional) VBS approach, organic compounds are dividéabarithmically-spaced bins of
similar saturation concentratid@ry’, i.e. of similar volatility, and the gas-particle partiiog is
obtained from Equatior2(25. Oxidation moves organic compounds from one bin to therothe
Epsteinet al. [2010 derived a semi-empirical correlation between enthalpyayorization,
temperature and saturation concentration of organic akx.ds the 2D-VBS approach, organic
compounds are described not only 6y, but also by their oxygen content O:C, i.e. their
oxidative state.

Models of the second category use experimental data (ordgtieal mechanism data) on the
molecular composition of SOA and represent the formatioBOA using surrogate molecules
with representative physico-chemical properties for ggsicle partitioning Couvidatet al,,
20124. Precursors of SOA in the models typically include antloggnic compounds (aromat-
ics, long-chain alkanes and long-chain alkenes) and biogempounds (isoprene, monoter-
penes, and sesquiterpenes). The gas/particle partigiansiudes both absorption into hy-
drophobic organic particles and dissolution into aquearsigles. Absorption of SOA into
organic particles follows Raoult’'s law and depends on theaaemolecular weight of the or-
ganic particulate mixture, the saturation vapor presstithkeocondensing SOA surrogate and
its activity coefficient in the particle. Absorption of hyaphilic SOA into aqueous particles
follows Henry’s law and depends on the liquid water contenthe particle, its pH and the
activity coefficients of the dissolved species. The noralithe of the mixture can be taken into
account by the activity coefficient: C; = ~; C? with C? the saturation concentration over a
pure liquid. Activity coefficients are computed by the umsa functional activity coefficient
(UNIFAC) method, which deduces the intermolecular intecenst from the molecules’ groups
contribution.

A recent comparison of the Odum empirical approach and ofrtkehanistic modell EC
highlighted which components of an SOA model are the mosvagilt (completeness of the
precursor VOC list, ideal mixing assumption treatment aamerization, importance of low-
NOx vs. high-NOx regimes, treatment of hydrophilic isoe®OA) Kim et al, 20114.
Oligomerization is the process by which several monomensbiioe themselves into a heavier
component, thus reducing the monomer concentration amdifeng its further condensation.
In the mechanistic approach, it can be represented accptalia pH dependent parameteriza-
tion [Pun et Seigney2007 for glyoxal and methyl-glyoxal. Because most SOA formatain
the regional scale occurs under low-NOx conditions, SOAdgiencrease when one allows the
mechanism to treat both high- and low-NOx regimes. The effepends, however, on how the
low- NOx versus high-NOx regimes are implemented in the ¢@se chemical kinetic mecha-
nism. SOA formed from isoprene oxidation are believed toymrdphilic and, therefore, may
absorb into aqueous particles rather than into hydrophotgjanic particles. The affinity of
those SOA compounds for aqueous particles is significaatlyer than for organic particles,
which could lead to greater SOA formation under humid coodg [Couvidat et Seigneur
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2011.

Although the empirical and mechanistic models are fundaatigrdifferent in their initial
design, they aim at describing the same processes. Fudherthey will tend to converge as
they continue to be developed and refined. For example, thes¢B&me can take into account
the oxidative state of SOAfonahueet al, 2011 2D-VBS] and approximations of activity
coefficients can be used in the 2D-VBS scheme, as well as indinen@pproach by assigning
molecules to the oxidation products. Furthermore, hygipmity may be considered in further
versions of the VBS, or SVOC can be included in a mechanistidehlbriet et al., 201Q
Couvidatet al,, 20123.

Robinsoret al. [2007 have shown that some primary organic aerosols (POA) araadn f
condensed semi-volatile organic compounds (SVOC), whig$t @x both the gas phase and
the particle phase. Consequently, the amount of POA depentiseadilution of the aerosol,
temperature (if the temperature decreases, the volaifliBvOC decreases) and SVOC present
in the gas phase, which can be oxidised to form less volatifepounds. The representa-
tion of POA in emission inventories (which typically suppdabat POA are non-volatile) has
therefore been rethought because they are based on PM me&sus after some significant
dilution of the emissions and do not account for the gase@atidn of the SVOC present in
POA. Couvidatet al.[2012d showed that taking into account the gas-phase fractionVaG
over Europe increases significantly organic PM concewtnatiparticularly in winter, in better
agreement with observations.

2.2.5 Numerical difficulties linked to modal distributions

Modal models have difficulties to represent the evolutioraaghode when it evolves under
the effect of different forces that act in different directs. This is particularly true for ultra-
fine particles, that is particles of low diameter (less th@@ Am). For exampleSarteletet al.
[2009 identified a case when the effect of nucleation/condeosaind that of coagulation
become of the same order of magnitude but act in oppositetitins, leading to the splitting of
the nucleation mode. This splitting is not reproduced by ahododels, which instead predict
a broad unimodal distribution centred at a diameter whegerdlal distribution is minimum
(Figure2.4). AlthoughSarteletet al.[2006 built a splitting scheme to reproduce this splitting
of the nucleation mode, there may be other cases where mant#lshave difficulties to
represent the evolution of ultra-fine particles. For exanpekvillierset al. [2013 show that
although modal models perform well when modelling the coxsdéion of sulfate in the case
of regional pollution (Figure.5), they fail to reproduce the growth of particles from a diese
vehicle exhaust, because of the inability of modal modelsatadle the Kelvin effect properly
(Figure2.6). They cannot reproduce accurately the growth of a mode whefow-diameter
part of the mode shrinks by evaporation because of the Kelfatt, while the high-diameter
part of the mode grows by condensation.

2.3 Cloud droplets

Most particles undergo an hygroscopic growth as relativaidity increases. These particles
may act as cloud condensation nuclei (CCN) and they may beagadivnto cloud droplets. A
part of the particle distribution is activated for partetdat exceed a critical dry diameter. This
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Figure 2.4: Number distribution as a function of particlardeter after 12 h of simulation
(nucleation, coagulation, and condensation are takenaotount). Left panel: the splitting
scheme is not applied in the modal model MAM. Right panel: fldtsng scheme is applied
in MAM [ Sarteletet al, 2004.
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critical diameter may be simply estimated using a defaudltesaf 0.7, m [Straderet al., 1999,

or using more complex parameterisation [AQdul-Razzak et Ghar2002. The physical but
also to a lesser extent the chemical characteristics oicfggtmay influence the formation
of cloud droplets. The chemical composition of the cloudpibis then given by the acti-
vated particle fraction. The water soluble part of the CCNalisss, and there is mass transfer
between atmospheric gases and the cloud droplet. Chemamtliaes also take place in the
cloud droplet. These reactions are different from the reastoccurring in the particle phase
where water is in limited quantity. Aqueous chemical reatimay be represented by chem-
ical schemes such as the oneRaindis et Seinfelfll989. Some models start to include SOA
formation through cloud processin@drltonet al., 2008 Couvidatet al., 20124, by produc-
tion of low volatility carboxylic acids (e.g., oxalic aciéfom precursor water-soluble aldehydes
(e.q., glyoxal and methylglyoxal which are formed by the d@etyon of isoprene) and by oxi-
dation of methacrolein and methylvinylketone.

2.4 Interaction between the gas and particle phases

The gas and particle phases interact by condensation aporati@n of semi-volatile com-
pounds. However, radicals and less volatile compounds reagffected by the presence of
particles via heterogeneous reactions at the aerosokceuafad photolysis rates.

Our work in this area has focused on quantitative evaluatafrthe effects of such interac-
tions on air pollutant concentrations.

2.4.1 Heterogeneous reactions

The heterogeneous reactions at the surface of condenseer rfpatrticles and cloud or fog
droplets) may significantly impact gas-phase photocheyned particles. Heterogeneous
reactions for H@, NO,, N,O5; and NG, at the surface of aerosols and cloud droplets are often
modelled followingJacolf2000Q:

HOy — 0.5H,0, (2.27)
NOy — 0.5HONO + 0.5HNOs (2.28)
NO3 — HNO; (2.29)
NyOs — 2HNOs (2.30)

The chemical composition of particles may influence theam@freaction rates, as shown
by Daviset al. [2008 for N,Os;. However, over EuropeRoustaret al. [201(0 did not find a
strong influence of the variations of the, G reaction rate with the aerosol composition on
nitrate concentrations.

2.4.2 Impact of particles on photolysis rates

Photolysis reactions play a major role in the atmospheriopasition. In the troposphere,
they drive both @ production through N@ photolysis, and @ destruction through its own
photolysis. The photolysis of Qs also the main source of OH radicals, which are involved in
the formation of secondary aerosols as the main oxidantedf ¢fas precursors.
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The photolysis rate coefficient J(i) for a gaseous speciepedds on the wavelengthand
can be described as follow:

J(i) = A oi(A, P,T)®;(\, P,T)F(\)dA (2.31)

whereo; and®; are respectively the absorption cross section and the gpneyield of the
species i, and F is the actinic flux representative of theliarece which reaches the level where
J is calculated.c; and ®; are specific to the photolysed species i whereas F dependson t
position of the sun but also on the presence of clouds andalsro

In an aerosol layer, light beams can be scattered and/orlsasaepending on aerosol
optical characteristics, i.e their Optical Properties Y@Pthe beam wavelengths, and their
Optical Depths (OD) which, given their OP, depend on the s@rimading. Photolysis rates
can be modified by aerosols and clouds inside the layer babalew and above it.

In many chemical-transport models, the impact of aerosolshmtolysis rates is not taken
into account, while the impact of clouds on photolysis rasesalculated through an atten-
uation coefficientA4,; applied to clear-sky photolysis rate coefficienRogelleet al, 1999
Sarteletet al,, 20074. In Real et Sartelgi2011], photolysis rates are computed using the pho-
tolysis scheme FAST-JWild et al, 200Q. Aerosols and clouds are represented in FAST-J
through their optical depths and optical properties akd#ht wavelengths. Fast-J requires the
following OP as input of the model: the single scatteringedlt, the extinction coefficient and
the phase function (expressed as the first 8 terms of its ldegexpansion). For aerosols, these
OP are calculated with a Mie model and depend on the aerdsattiee index and aerosol size.
For clouds, pre-calculated values of OP are included in-Fést several cloud droplet sizes
and ice crystal shapes.

Real et Sarteld2011] compared the impact over Europe with a?0x3.5” horizontal res-
olution of taking or not clouds and aerosols into accountmwbemputing photolysis rates.
R-ATT denotes photolysis rates computed by the attenuabefficient method, R-COnL (R-
AERO) denotes photolysis rates computed by taking into@aticdouds (clouds and aerosols)
in the photolysis scheme.

Mean vertical profiles (averaged over the spatial domainaed the month) of relative
differences between NCand Q photolysis rate coefficients simulated with R-AERO and R-
COnL in July 2001 are shown in Figu&7. Relative differences between R-COnL and R-
ATT are also shown in order to compare the effects on phawhades of changing the cloud
parametrisation versus including aerosols. Includinga#itesol impact on solar radiation leads
to a mean decrease of all photolysis rates (here only &@ JOD are shown but other pho-
tolysis rates exhibit the same feature) from the ground t&r0 This decrease is the highest
at the ground (-13 to -14 %) and decreases with altitude. Agtlound, the impact is much
higher than the impact simulated when changing the clouametrisation.

2.5 Internal and external mixing

The internal mixing assumption relies on the assumptiohgheicles from different sources
mix instantaneously when they are present in the same ag.mdtlough this assumption may
be realistic far from emission sources, it may be difficuljustify close to emission sources,
where emitted particles can have compositions that aredreyent from background particles
and from particles emitted from different sources.
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Figure 2.7: Monthly mean vertical profile of relative difégrces between NCand Q photol-
ysis rates simulated with R-ATT, R-COnL and R-AERO for July 2001

Most measurements do not often differentiate betweennatigrand externally mixed par-
ticles. However, observations such as thoddallet et al.[2004 for black carbonHugheset al.
[200Q for urban aerosols anBeboudtet al. [2010 for African dust show that particles are
mostly externally mixed.

Several models have been designed to represent externaby particles. Most of them
neglect coagulation, because condensation/evaporatibie most crucial process to correctly
model the aerosol mass and because coagulation is moreldiifienodel for an external mix-
ture of particles: when two particles of different compiosis coagulate, the resulting particle
will have a composition that is different from those of thetparticles that have coagulated.

In the Lagrangian and Eulerian modelsKieemanet al. [1997 and of Kleeman et Cass
[2001], the external mixing assumption is made close to soura@sto each source is associ-
ated an aerosol distribution. The different aerosol digtions are then transported in the at-
mosphere, and they interact with the gas phase by condensetd evaporatiorRiemeret al.
[2009 model externally-mixed particles using a stochastic apph. Although this approach
is accurate and takes into account coagulation as well atecsation/evaporation, it is com-
putationally expensive when the number concentration digbes is high. In the models of
Jacobsoret al. [1994 and Lu et Bowman[201(d, the coagulated particles can either be inter-
nally or externally mixed. I.u et Bowman[201(Q, a threshold is used to determine whether
the chemical component is internally or externally mixear Example, if black carbon ac-
counts for more than 5% of the particle mass, then it is iryrmmixed, else it is externally
mixed.

Jacobsof2003 expanded odacobsoret al.[1994 by allowing particles to have different
mass fractions, and as an example, the fraction of blackooairbthe total particulate mass
is discretized. Coagulation interactions are predefinenbusbefficients which depend on the
composition of particless, and if a particle of any masstioacof BC mixes with a particle
of another chemical component, the mass fraction of BC is ngdofollowed.Oshimaet al.
[2009 used a similar approach, i.e., both the particle sizeibigion and the fraction of BC in
the total particulate mass are discretized into sectianshiey did not model coagulation.

The work ofDergaouiet al.[2013 further expands these modeling approaches by discretiz-
ing and computing the evolution of mass fractions into rpldtisections. The particle size
distribution and the fraction of any chemical component aftigles are discretized into sec-
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tions. In other words, the chemical composition of parigleeach size section is discretized
according to the percentage of one or more of its compon&iten two particles coagulate,
the mass fraction of the resulting particle is computed withgulation interaction coefficients
that depend both on the mass fraction and on the mass oflpartic

For the case of,. species or chemical components, the number concentratatiadretised
as

mz it it
1 tse—1
N;jwiw(t):/ / / n(m,Fy, ..., Fs_1,t)dFy ...dF,_dm (2.32)
my i i

se—1

with & = 1, ..., s, (s, Is the number of mass sections), = 1, ..., sy andi; _; =
1, ..., sy, _, wheres;,_ is the number of mass fraction sections for chemical compione

As an example of the impact of coagulation on the chemicalpm®ition of particles, Fig-
ure 2.8 shows the number concentration as a function of diametepddicles of different
compositions with up to three species. Initially, the pes are assumed not to be mixed, i.e.
to be made exclusively of one species. As the mass fractidiscsetised with three sections
[0, 0.3, 0.7, 1], the mass fraction of non-mixed particleassumed to be between 0.7 and 1
for one species, while the mass fractions of the other specebetween 0 and 0.3. The initial
number and mass concentrations used here correspond tdotire aonditions of Seigneur et
al. (1986). Simulations are conducted for 12 h at a temperatfi298 K and a pressure of 1
atm. After 12 h of simulation, mixing occurs, as shown in Fe&2.8.

AlthoughDergaouiet al.[2013 derived the general dynamic equations for the coagulation
of such particle mixtures, they did not model other processeh as condensation/evaporation.
Work is ongoing to add those processes and incorporate rémagnient of external mixture
aerosols with a 3D chemical-transport model (see seé&tifn
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Figure 2.8: Distributions of externally-mixed particles the case of 3 components: particle
number concentration as a function of diameter for pasiofdifferent chemical composition.
Initial conditions (upper panel) and after 12 h of simulatidgower panel) Dergaouiet al,,
2013.
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Chapter 3

Comparison of models to data and model
Inter-comparisons

In this work, the air quality platform Polyphemuballet et al, 2007 with the air quality
model (AQM) Polair3D is used to estimate gaseous and partichcentrations. This chap-
ter describes the model configurations and settings thatd teed for different applications.
The model is then evaluated by comparisons to ground and did& and by model inter-
comparisons.

Tables3.1 and 3.2 compare the different model configurations and settingsl urse¢he
different studies.

3.1 Model configurations

In Polyphemus, the user can choose between different medodeameterisations and/or in-
put data. With the Polair3D AQM, different gaseous chemscilemes may be used: RACM
[Stockwellet al,, 1997, CBO5 [Yarwoodet al, 2005 or RACM2 [Goliff et Stockwell 2008.
Heterogeneous reactions are modelled followlagolj 200d. The aerosol dynamics (coagula-
tion, condensation/evaporation, nucleation) is modeiighk the Slze REsolved Aerosol Model
SIREAM [Debryet al,, 2007; however the Modal Aerosol Model MAMSarteletet al., 2006
was used with Polair3D/RACM over Greater Tokyo and comparé&utair3D/RACM/SIREAM.
The thermodynamical model is ISORROPINdneset al., 1999 for inorganic aerosols, and
four secondary organic aerosol (SOA) models may be used: 2ORGuUperSORGAMKIm et al,,
20114, MAEC [Kim et al, 20114 and the Hydrophilic/Hydrophobic Organic modef®l
[Couvidatet al,, 20124. SORGAM and SuperSORGAM use a standard SOA formulation
with hydrophobic absorption of SOA into organic particl@hie SOA precursors are aromat-
ics, long-chain alkanes, long-chain alkenes and monatepen SORGAM, while isoprene
and sesquiterpenes are also considered in SuperSORGAM widhiagion of the biogenic
SOA formation depending on the NOx regime. MAEC antDHnclude oxidation of several
precursors (aromatics, isoprene, monoterpenes, segupiigs) under several conditions (oxi-
dation under high-NOx and low-NOx conditions) and severatpsses (condensation into an
organic phase or an agueous phase, oligomerization, hyapimity and non-ideality). HO
also includes the formation of primary SVOC and a more adeuegpresentation of biogenic
aerosols:a-pinene ands-pinene are separated and the formation of organo-nitfedasthe
oxidation of monoterpenes is taken into account.
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3.1.1 Aqueous chemistry

For grid cells with a liquid water content exceeding a calticalue (the default value is 0.05
g m~3), the cell is assumed to contain a cloud and the agqueousphadule is called instead
of the aerosol module (SIREAM). A part of the particle disstibn is activated into cloud
droplets, and the evolution of the remaining interstitiattcles is not considered. Activa-
tion is done for particles that exceed a critical dry diametgich default value is 0.7im
[Straderet al., 1998. The microphysical processes that govern the evolutiariaafd droplets
are parameterised and not explicitly described. Cloud @tefbrm on activated particles and
evaporate instantaneously (after one numerical timestemder to take into account the im-
pact of aqueous-phase chemistry for the activated paregddhticle distributionffahey et Pandjs
2003. At the beginning of the time step, the activated particéefion is incorporated into the
cloud droplet distribution. The chemical composition a# tHoud droplet is deduced from the
activated particle composition. The variable size-restlmmodel (VSRM) model can simu-
late a size-resolved droplet distribution, but a bulk applowas used instead in the follow-
ing simulations in order to decrease the computational.tifibe average droplet diameter
is fixed at 20um. Aqueous-phase chemistry and mass transfer between seewgaphase
and the cloud droplets (bulk solution) are then solved. Tipgeaus-phase model is based
on the chemical mechanism developed at Carnegie Mellon tiiydFahey et Pandj2003
Pandis et Seinfeldl989. This model accounts for 18 gaseous and 28 aqueous spexes a
solves 99 reactions dynamically. Alternatively, a simptifiaqueous model may be used. This
simple aqueous chemical mechanism only accounts for 15aguend 5 gaseous species, and
only solves dynamically 2 reactions (oxidation of S(IV) gooe and by hydrogen peroxide)
[Debryet al,, 2007. At the end of the timestep, the new mass generated fromoaguehem-
istry is redistributed onto the aerosol bins that were atéid.

3.1.2 Land use cover

For land use coverage, either the USGS (United States Geal@&urvey) land cover map (24
categories) is used, or the Global Land Cover 2000 (GLC200@pdae (European Commis-
sion, Joint Research Centre, 2003, http://bioval.jrc.@opaieu/products/glc2000/glc2000.php)
with 23 categories is used.

3.1.3 Photolysis rates

In the first simulations performed, photolysis rates wenmpoted off-line using the photoly-
sis rate preprocessor JPROC of CMAROGelleet al., 1999. They are now either computed
off-line using tabulations obtained from the photolysisame FASTJ\Vild et al, 2004, or
computed online every hour using FASTJ. Online computaditows us to take into account
the effect of clouds and particles on photolysis rates. Whtgsrare computed off-line, they are
multiplied by an attenuation coefficient that parameteribe impact of clouds on photolysis
rates.

3.1.4 Dry and wet deposition

The dry deposition velocities of gases are preprocessad tie parameterisation ahanget al.
[2003. As in Simpsonret al.[2003, the surface resistance is modelled followiNgsely[ 1989
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for sub-zero temperatures, and the surface resistance Of kNissumed to be zero for positive
temperatures. Below-cloud scavenging (washout) is pasraetl followingSportisse et Dubois
[2003. During below-cloud scavenging, concentrations of sldaseous species can be sig-
nificantly affected by the ion dissociation during dissmatin water. To take this ionisation
process into account, given the raindrop pH, effective Merlaw coefficients are computed
for the following species: SQNHs3, HNOs;, HNO, and HCI.

For particles, dry deposition is parameterised with a tasce approach, followinghanget al.
[2001]]. Below-cloud scavenging is parameterised with the wasboefficient

E(Drv dp) Po

3

3.1)
with p, the rain intensityd, the particle diametet), the raindrop diameter anfl the colli-
sion efficiency. The representative diameter for the ragiven as a function ofy, following
Loosmore et Cederwdl2004. The raindrop velocity is computed as a function of the daop
diameter followingLoosmore et Cederwal2004.

In-cloud scavenging (rainout) is parameterised followRwgelle et Binkowsk]1999. In
the case of afog in the first layer (diagnosed when the grldigeid water content is larger than
a critical value of 0.05 g m®), the fog settling velocity is parameterised followiRgndiset al.
[199Q.

3.1.5 Meteorology: vertical diffusion

Meteorological fields are computed off-line, i.e. they aoenputed separately from the air
quality simulation with the AQM. For example, they may beabed from ECMWF (Euro-
pean Centre for Medium-Range Weather Forecasts), from thels®M5 (the PSU/NCAR
mesoscale model) or WRF (the Weather Research and Forecastuhgj)MVertical diffusion
may be recomputed in a preprocessing stage of the CTM, usen@riben and Mahrt (TM)
parameterisationTfoen et Mahr{1984) within the boundary layer. Alternatively, the Louis
parameterisation may also be used @Ranistaret al.[2010. Kim et al.[2013 use the vertical
diffusion directly estimated from the parameterisation§MRF.

3.2 Model settings

3.2.1 Over Europe
3.2.1.1 Domain

Over Europe, two domains are used. The smaller domain iZ%3#8 - 57.75 N; 10.7% W

- 22.75 E). The larger domain, which covers the whole of Europe, % (8- 70° N; 15° W

- 35° E). The horizontal step is &long both longitude and latitude, except for the inter-

comparison study AQMEII (Air Quality Modelling Evaluatidnternational Initiative), where

a step of 0.25was used for consistency with the other models includedarrter-comparison.
The number of vertical levels varies from 5 to 28 dependingherapplication. Even when

a small number of vertical levels is used in the AQM, e.g. 5Q@pdllarger number of vertical

levels is used to compute meteorological fields.
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3.2.1.2 Boundary conditions

For boundary conditions, daily means are extracted frompudsatof global Chemical- Transport
Models.Sarteletet al.[20073; Kim et al.[2009 2011H; Real et Sarteld2011]; Roustaret al.
[201Q used outputs from Mozart 2 simulations over a typical yeamgfases, and outputs from
the Goddard Chemistry Aerosol Radiation and Transpoiniri et al., 2000 GOCART] model
for the year 2001 for sulfate, dust, black carbon and orgearbon. Couvidatet al. [20124
used boundary conditions for particles from ECHAM5-HAMMORdzzoliet al., 2017. In
Sarteletet al.[2017, boundary conditions are the default AQMEII conditionsyided by the
GEMS (Global Earth-system Monitoring using Satellite amditu data) project. liKim et al.
[2013, boundary conditions are daily outputs of the global ctetrgiand aerosol model, In-
teraction Chimie-Aérosols (INCA) coupled to the Laboratade Météorologie Dynamique
general circulation model (LMDz) for the year 2005 (httpwiiw-Isceinca.cea.fr/).

3.2.1.3 Emissions

Anthropogenic emissions are obtained from emission irorggg. Over Europe, the EMEP
(European Monitoring and Evaluation Programme, www.em8pexpert inventory with a res-
olution of 0.5 x 0.5 is often used, althougBarteletet al.[2017 also use anthropogenic emis-
sions from TNO (www.tno.nl). A typical time distribution eimissions, given for each month,
day and hour [e.gGENEMIS 1994 is then applied to each emission sector or SNAP (Se-
lected Nomenclature for Air Pollution) category. The iniggy species are disaggregated into
real species using speciation coefficients [@gssant2002 over Europe]. The real species
are thereafter aggregated into the model species. Prinzaitigle emissions are usually given
in total mass. These raw data are chemically speciated aadsggregated by SNAP category
or emission source [e.@impsonret al., 2003.

Over Europe, biogenic emissions are computed &inmpsonret al.[1999. Two thirds of
terpene emissions are allocatecht@inene and one third to limonenddghnsoret al., 2004.
Alternatively, biogenic emissions can be computed usirggNtodel of Emissions of Gases
and Aerosols from Nature with the EFv2.1 dataset [MEGA&Ngntheset al,, 200§. The two
biogenic emission schemes use different methodologiesSGAME uses canopy-scale emission
factors based on leaf area index obtained from the stand&@AN LAIv database [MEGAN-

L, Guentheret al, 2009, whereas Simpson uses leaf-scale emission factors based©2000
land-use categories. Furthermore, although terpene iemssare distributed amongst pinene,
limonene and sesquiterpenes with constant factors, diffexmission factors are used for sev-
eral species in MEGAN.

Sea-salt emissions are parameterised followlomaharet al.[1986, who model the gen-
eration of sea-salt by the evaporation of sea spray prodogédrsting bubbles during white-
cap formations due to surface wind. This parameterisasi@nlid at 80¢ relative humidity. To
generalise it, the formula is expressed in terms of dry iIgdulich is assumed to be approxima-
tively half the radius at 8@ humidity [Gerber 1985. The emitted mass of sea-salt is assumed
to be made of 55.02% of chloride, 30.6% of sodium and 7.68 of sulfate Seinfeld et Pandjs
1998.
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3.2.2 Over North America

In the framework of the AQMEII project, simulations were foemed over North America.
Over North America, the horizontal domain was {®453.75N; 125.5W-64°W) with a hori-
zontal resolution of 0.25x 0.25 and 9 vertical levels. The meteorological data correspond t
the default WRF data provided for the AQMEII inter-comparig®autardet al, 20173. An-
thropogenic, biogenic from BEIS3.14 and biomass burningsioins were those provided by
US-EPA for AQMEII [Pouliotet al, 2013.

3.2.3 Over East Asia

In the framework of the Model InterComparison Study of atnesjc dispersion models for
Asia (MICS-Asia) project, simulations were performed oversEAsia. The domain was
(19.7N - 48.8N; 88.6E - 150.4E) with a horizontal resolution of 45 km and 9 vertical
levels. All the models of the MICS project used a common datdaeanthropogenic and
biomass burning emissions fro8treetset al. [2003. The volcanic emission was derived from
Kajino et al. [2004. The release heights were prescribed at an altitude ofta®@ m for
large point source and 1500 m for volcanic emission. Natanaissions (biogenic VOCs,
soil and lighting NOx, dust) were not specified. Sea-saltssions were parameterised fol-
lowing Monaharet al. [1986, as done over Europe. Most MICS models use a common data
source for boundary conditions, which was derived from d&glAQM, namely MOZART-II
[Holloway et al., 200§. Meteorological fields were derived from MM5.

3.2.4 Over Greater Paris
3.2.4.1 Domain

To simulate air quality over Greater Paris, 3 nested sinarlatwere performed: Europe, France
and Greater Paris. IRoyeret al.[2011]; Couvidatet al.[20120, the horizontal domain is (35

- 70° N; 15° W - 35° E) with a resolution of 0.5x 0.5° over Europe (it corresponds to the
largest domain of sectio®2.1.), the domain is (41 - 52N; 5° W - 10° E) with a resolution of
0.1° x 0.1° over France and (47.9 - 50.N; 1.2 W - 3.5 E) with a resolution of 0.02x 0.02
over Greater Paris. |IKim et al. [2013, three nested simulations are also performed. The
European domain is the same asioyeret al.[2011]. The first nested domain covers France
with a resolution 0f 0.125x 0.125 (41.5N -51.1°N, 4.0'W - 10.°E) and the smallest domain
covers Greater Paris with a resolution of 0.620.02 (48.°N - 49.2N, 1.4E - 3.5E).

3.2.4.2 Boundary conditions

Boundary conditions for the largest domain (European dojrea the same as described in
section3.2.1.2 For the other two sub-domains (France and Greater Paoisidary conditions
are obtained from the simulation on the larger domain.

3.2.4.3 Emissions

Over Europe and France, the EMEP expert inventory is useer Greater Paris, anthropogenic
emissions are generated with the AIRPARIF inventory for 2002095 where available and
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with the EMEP expert inventory elsewhere. The NMVOC areritigted in real species us-
ing the speciation of the Institut fir EnergiewirtschaftduRationelle (IER), Stuttgart, then
allocated to model species. Rivand PM 5 are distributed in size, following the EMEP rec-
ommendations, and the chemical speciation of PM corresptntthe one estimated for Milan
in the framework of the CityDelta project (http://agm.jtcitydelta/).

3.2.5 Over Greater Tokyo

Simulations were performed over a 210 km x 240 km area, cga@und Tokyo, with a 5 km
x 5 km resolution (Figure 1 shows the domain of simulationiclviis discretised with 42 x 48
points). 12 vertical levels are considered (0, 29, 58, 1@3, 296, 447, 677, 954, 1282, 1705,
2193, and 2761 m).

Meteorological data were provided by the Japanese Metgicall Agency with a 20 km
x 20 km resolution every 6 h. Finer hourly meteorologicabgatith a 5 km x 5 km resolution
were obtained by running the meteorological model MM5, tlitnFseneration Pennsylvania
State University/ National Center for Atmospheric ReseaNtbAR) Mesoscale model. Initial
and boundary conditions (with inputs varying every 3 h) wadstained by running the Commu-
nity Multi-scale Air Quality (CMAQ) model over East Asia with45 km x 45 km resolution.
Emission inventories were provided by a collaboration \ilidn Japanese National Institute for
Environmental Studies. Emission sources include mobilecas (road, air, and vessels), sta-
tionary sources (domestic and industries), wastewatetrivent, and biogenic/natural sources
(agriculture, soil, and volcanoes). The size distributonl the chemical speciation of RiM
and PM 5 were specified as in CMAQBinkowski et Roselle2003. All PM, - PM, 5 are
assigned to the coarse mode and particles are assumed tadbeof20% dust and 10% ele-
mentary carbon. Most of PM (99.9%) are assigned to the accumulation mode and 0.1% to
the Aitken mode. For PM, primary particles are assumed to be made of 30% dust and 70%
elementary carbon.



Reference [1] [2] [3] [4] [5] [6] [7] [8]
Domain Europe Europe Europe Europe Europe Europe Europe Europe
Gas Chemistry RACM | CBO5/RACM2| RACM RACM | CBO5/RACM2 | CBO5/RACM2 RACM CBO05
PM dynamics| SIREAM SIREAM SIREAM | SIREAM SIREAM SIREAM SIREAM SIREAM
SOA Sorgam - Sorgam Sorgam MAEC Sorgam/MAEC| SuperSorgam  H?0
SuperSorgam
LUC USGS USGS USGS USGS USGS USGS GLC2000 USGS
Photolysis JPROC FASTJ JPROC FASTJ FASTJ FASTJ FASTJ FASTJ
off-line off-line off-line | on/off-line off-line off-line off-line off-line
Ant. em. EMEP EMEP EMEP EMEP EMEP EMEP EMEP/TNO | EMEP/[9]
Bio. em. Simpson Simpson Simpson | Simpson Simpson Simpson Simpson MEGAN
IMEGAN
Meteorology | ECMWF ECMWF ECMWF | ECMWF ECMWF ECMWF MM5 ECMWF
Vert. diff. ™ ™ ™ ™ ™ ™ ™ ™
Louis
Bound. cond. | MOZART MOZART MOZART | MOZART MOZART MOZART GEMS MOZART
GOCART GOCART | GOCART GOCART GOCART HAMMOZ
Vertical levels 5 5 50r10 13 5 5 9 9
0to 3 km O0to 3 km Oto3km | Oto 10 km O0to 3 km 0to 3 km Otol12km | Oto 12 km

Table 3.1: Comparisons of the different model configuratiand settings used in the different studies over Europe. $Hteletet al.
[20074, [2]: Kim et al.[2009, [3]: Roustaret al.[2010, [4]: Real et Sartelg2011]], [5]: Kim et al.[20114, [6]: Kim et al.[20114, [7]:
Sarteletet al.[2012, [8]: Couvidatet al.[20123, [9]: Junker et Liouss§2009
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Reference [9] [10] [11] [12] [13] [14]
Domain Paris Paris Paris East Asia Tokyo North America
Gas Chemistry RACM CBO05 CBO05 RACM RACM CBO05
PM dynamic SIREAM SIREAM SIREAM SIREAM | MAM/SIREAM SIREAM
SOA AEC H2O AEC - - SuperSorgam
LUC GLC2000 USGS/Corine | USGS/Corine USGS USGS GLC2000
Photolysis FASTJ FASTJ FASTJ JPROC JPROC FASTJ
off-line off-line off-line off-line off-line on-line
Ant. em. Airparif Airparif Airparif Street NIES US-EPA
Bio. em. Simpson Simpson Simpson - - BEIS
Meteorology MM5 WRF-urban WRF-urban MM5 MM5 WRF
Vert. diff. ™ ™ ™ + WRF ™ ™ ™
Boundary cond| Polair3d Europe Polair3d Europe Polair3d Europe CMAQ CMAQ GEMS
Vertical levels 9 9 29 9 12 9
0to 12 km 0to 12 km 0to 13 km 0to5.5km Oto5km 0to 12 km

Table 3.2: Comparisons of the different model configuratimnd settings used in the different studies (outside Eurd®é) Royeret al.
[2011, [10]: Couvidatet al.[20124, [11]: Kim et al.[2013, [12]: Sarteletet al.[2008, [13]: Sarteletet al.[200714, [14]: Sarteletet al.

[2012
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3.3 Comparison to surface data

To evaluate AQM simulations by comparison to ground datfdHowing statistics are com-
monly computed: root mean square error (rmse), mean fradterror (mfe), mean fractional
bias (mfb), normalised mean bias (nmb), normalised measr énme) and correlation co-
efficient (r). ForOs, the mean normalised gross error (mnge) and mean normajiess
bias (mngb) are computed with a cutoff, usually of about;8m= (i.e. about 40 ppb).
Russell et Denni§200q recommend performance criteria for houtly to be |[mngbK 15%
and mnge< 30%. For PMBoylan et Russell2006 andYu et al.[2006 have proposed model
performance criteriaBoylan et Russell2009 propose that a model performance goal is met
for PM when both the mfe is less than or equal to +50% and theisnflithin +30% respec-
tively, and a model performance criterion is met when botd t#75% and-60% < mfb < 60%.
Yu et al. [2004 proposes a model performance criterion is met for sulfdtemjnmbkK 25%
and nme< 35%. The metrics used §oylan et Russel[2004 give the same weight to all
concentrations, while the metrics used Yayet al. [20049 are largely influence by high con-
centrations.

Over Europe, the model results are compared to observatitata provided by three
databases:

e the EMEP database, available on the EMEP Chemical Co-ordm@&ntre (EMEP/CCC)
web site att t p: / / ww. enep. i nt ;

¢ the AirBase database, available on the European EnvironAgartcy (EEA) web site at
http://air-climate. ei onet. europa. eu/ dat abases/ ai r base;

e The BDQA database (“Base de Données Qualité de I'Air”: the Emddata Basis for Air
Quality that covers France).

The measurement sites of the EMEP network are assumed tgpleseatative of regional
background concentrations. The AirBase database contbserational data from the Eu-
ropean Air Quality monitoring network (EuroAirnet). Forrotomparisons, only the stations
labelled as “background” representative have been usedetty, it should be kept in mind
that “background” does not have exactly the same meaningeeet AirBase and EMEP. For
instance traffic and industrial stations have been excligdtations representative of urban
or suburban background have been kept. The same kind offdtebeen applied to data from
the BDQA, “rural” and “suburban” stations have been retaindie measurement data for ni-
trate, ammonium and OC are limited to a few measuremenbsta(iLl4 stations) and only to
the years 2002-2003 for OC.

Over Greater Paris, measurements from Airparif are useg:{mww.airparif.fr/). They
are included in the BDQA database. The number of stations fasdtie measurements are
more numerous for ©(about 30) than for PM (about 17) and Pl (about 5).

Over East Asia, measurement comparisons are presentatrébe mand sulfate compounds.
They are available at only three stations from the Acid DamesMonitoring Network in East
Asia (EANET) and at Fukue Island, a remote site between JapdrChina. Although daily
mean concentrations are measured at Fukue, monthly meaerdostions are measured at
EANET stations.


http://www.emep.int
http://air-climate.eionet.europa.eu/databases/airbase
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Over Tokyo, simulations were performed for highly pollutkad/s. Measurements of Bl
chemical compounds are available at four sites for 9-10 Déee 1999, and at 2 sites for 31
July-1 August 2001.

Tables3.3and3.4compares the different statistics used in the differerdisgiover Europe
and over domains other than the European domain respgrctivel

For O;, the model performance criteria are globally satisfiedhalgh the mngb is some-
times higher in absolute value than 15% when the chemicanselRACM is used. However,
the bias is lower than 15% when using CB05 or RACM2 and the mod#&dpeance criteria is
verified over Europe as well as over Paris or North America.

For PM,, and PM 5, the model performance criteria Bbylan et Russell2009 is always
met, although the model performance goal is not dependintgeplace, season and the obser-
vational data network used for the comparison. For exangpley, Europe, for the year 2001,
the model performance goal is met for the EMEP network bufarathe Airbase network for
which PM,, is largely underestimated. These differences stress tperiance of the filter-
ing of the stations used for the comparisons. The differeciginate from the station types:
EMEP includes mostly rural background, while Airbase inles as well suburban and urban
background. As a consequence, the concentrations obsatr#edEP stations are lower than
those observed at AirBase stations. Over North America duwimmer 2006, the model per-
formance goal is not met for Pj but it is met for PM 5 suggesting some missing primary
aerosol sources.

For sulfate (PSQ), the model performance criteria Boylan et Russel]2006 is always
met. The model performance criteria¥af et al.[2006 is met over Tokyo and East Asia. Over
Europe, the nme is too large, although the bias is low. For aniwm, the model performance
criteria of Boylan et Russel[2004 is met most of the time: during the year 2001 over Eu-
rope and during summer 2006 over North America. However, aniam is over-estimated
during summer 2006 over Europe. For nitrate, the results)at@s good as for sulfate and
ammonium, but the model performance criteridolylan et Russell2004 is met for the year
2001, although it is not for 2006 over Europe and North Anseri©Over East Asia, the nme of
the model performance criteria ¥ et al. [2004 vary greatly depending on the simulations,
and over Europe and Tokyo the model performance criteriuddt al.[200§ are not met for
nitrate and ammonium. These criteria were defined for sulfdtich is less volatile than ni-
trate and ammonium, and therefore easier to model, i.e. le#h uncertainty. For OC, the
model performance criteria @&oylan et Russell200q are met both over Europe for the years
2002/2003 and over North America for the summer 2006.



References [1] [2] and [5] [3] [4] [7] [8]
Time period lyear| Summer | Summer Winter | Summer Winter | Summer | 1year
O3 EMEP | mnge/mngb, 22/-18
BDQA | mnge/mngb, 20/-16
Airbase | mnge/mngb 20/-16 23.1/-18.7
PM;, | EMEP mfe/mfb | 50/-7 40/-22
nme/nmb 33.9/-25.2 56.7/-23.8
BDQA mfe/mfb | 40/-25
AirBase| mfe/mfb | 58/-42 46.3/-9.0
nme/nmb 42.0/-36.0 64.6/21.0
PMys | EMEP mfe/mfb | 61/-39 39/-7
nme/nmb 32.9/-3.8 52.8/-25.1
AirBase| mfe/mfb 57.4/28.9
PSQ | EMEP mfe/mfb | 50/-4 | 45/-0.1 53.7/31.7
nme/nmb 48.0/-3.7 63.5/-2.4
PNG; | EMEP mfe/mfb | 75/32 72/-11 108.2/-13.1
nme/nmb 77.9/-7.1 78.6/-16.5
PNH, | EMEP mfe/mfb | 50/20 43/10 91.2/75.7
nme/nmb 39.8/-9.3 58.3/-26.5
OC | EMEP mfe/mfb 50/-37

Table 3.3: Comparisons of the different statistics obtainékde different studies over Europe in %. [Harteletet al.[20074, [2]: Kim et al.
[2009, [3]: Roustaretal. [2010, [4]: Real et Sartelef2011], [5]: Kim etal.[2011H4, [7]: Sarteletet al. [2012, [8]: Couvidatet al.

[20123. For [2], [3], [5] and [8], the performance of the best modehfiguration (in terms of nme) is presented for each paiiuta
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References [9] [10] [11] [12] [13] [14]
Time period July 2009| July 2009| May 2005 | 4 months 2001/2002 Dec 1999 July 2001 Summer 2006
Domain Paris Paris Paris East Asia Tokyo North America
O3 | mnge/mngb 15.4/-4.2 14/0 25.6/3.8
PMo mfe/mfb | mfe: 32.5 40/-9 67.5/-49.4
PMys | mfe/mfb 39/-9 41/-1 47.7/23.1
PSQ mfe/mfb 54.8/-8.1
nme/nmb nme: 12 33/26 32/11
PNG; | mfe/mfb 129.3/-32.6
nme/nmb nme: 20 58/-10 45/4
PNH, mfe/mfb 62.9/28.8
nme/nmb 56/5 49/-30
ocC mfe/mfb 72.1/41.5
EC mfe/mfb 56.5/23.6

Table 3.4: Comparisons of the different statistics obtaimethe different studies (outside Europe) in %. [$oyeret al. [2011], [10]:
Couvidatet al. [20124, [11]: Kim et al.[2013, [12]: Sarteletet al.[2008, [13]: Sarteletet al. [20074, [14]: Sarteletet al. [2013. For
[11] and [12], the performance of the best model configuradio terms of nme) is presented for each pollutant.
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3.4 Comparison to lidar data

Thanks to the new generation of portable lidar systems dpeelin the past five years, accurate
vertical profiles of aerosols can now be measuRaLt et Chazett2007, 2009. Such instru-
ments document the mid and lower troposphere by means cd@erptical properties. Lidar
measurements were used in several campaigns, such as L{BWHR pour la Surveillance de
'AIR) in May 2005 over ParisRRaut et Chazett€007, MEGAPOLI (Megacities: Emissions,
urban, regional and Global Atmospheric POLIution and cteredfects, and Integrated tools for
assessment and mitigation) summer experiment in July 2689Raris Royeret al., 2011 and
during the eruption of the Icelandic volcano Eyjafjallajkon 14 April 2010 Chazetteet al.,,
2013.

The ground-based mobile lidar (GBML) used during the MEGAP@hd LISAIR cam-
paigns is based on a lidar commercialised by the LEOSPHERBEpaoynand initially de-
veloped by the Commissariat a 'Energie Atomique (CEA) and @emtre National de la
Recherche Scientifique (CNRS). This instrument was taken amllaozan with a power supply
delivered by batteries giving an autonomy of about 3 h 30 min.

This system is particularly well-adapted to air pollutiomdaropospheric aerosol studies
thanks to its full overlap reached at about 150-200m heigtties high vertical resolution of
1.5 m. Itis based on a laser delivering 6 ns width pulses atepetition rate of 20 Hz with a
mean pulse energy of 16 mJ at 355 nm. The detection is reakizbdphoto-multiplier tubes
and narrowband filters with a bandwidth of 0.3 nm. The finatiealt resolution of the data is
15 m after filtering for a temporal resolution of 20 s. The ligaves access to the aerosol optical
properties (e.g. extinction coefficient in synergy with galrotometer measurements) and the
atmospheric structures (planetary boundary layer (PBlghteaerosol and cloud layers).

Raut et Chazettf2009 established an empirical relation between mass condentrand
optical properties of pollution aerosols for urban, peban and rural environments over the
Tle-de-France region. Thereby, the RMoncentrations above the Paris urban area can be
retrieved from the ground-based lidar system with an uag#st of about25%. Royeret al.
[201]] generalises this relation to cases of wet particles (RH altoe point of deliquescence),
by assuming that the size, mass and optical properties t€leargrow following the relations
given byHanel[1974.

During the MEGAPOLI summer campaign GBML was used to perforeasurements
along and across the pollution plume emitted by Paris andubsirbs. By comparison to
ground measurements from Airparif (BDQA network), on averager the 10 different mea-
surement days, the model satisfies the criteridBayflan et Russe[2004 for the mfe of PM
(= 32.5%).

The most polluted days are 1 and 16 July 2009. The most pdlididég, 1 July 2009 is
characterised by high surface temperatures (up t&€B@nd anti-cyclonic conditions. As
shown in Figure3.1, lidar measurements are performed leeward inside the tfilgplume
southwest of Paris from Saclay (latitude 48NM3longitude 2.17E) to Chateaudun (latitude
48.1N; longitude 1.34E) between 12 :48 and 15 :58 local time (LT). On 16 July 2009, GBM
measurements are performed north of Paris from Saclayudati48.73N; longitude 2.17E)
to Amiens (latitude 49.8N; longitude 2.29E) between 13 :00 to 16 :30 LT. The compar-
isons of modelled PM concentrations to those deduced from lidar measuremeints urdan,
peri-urban and rural parameterisations are shown in FigeThe comparison between sim-
ulated PM, concentrations to those deduced from GBML measuremensdisatihe criterion
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Figure 3.1: Lidar van-circuits performed during the MEGARGummer experiment for the 1
(left panel) and 16 (right panel) July 2009. The colour saadicates the decimal hours in LT

[Royeret al,, 20117].

of Boylan et Russell200§ for the MFE. Wet PM, between GBML with peri-urban relation-
ship and models have shown the following error statistidgims of rmse (mfe): 8.2g.m3
(13.4%) on 1 July, and 5.2g9.m~3 (24.9%) on 16 July.

Lidar data are also used to estimate the PBL height. A GMBL wad daring the air qual-
ity observation campaign LISAIR over Greater Paris from 2zyib 27 May 2005Raut et Chazette
2009. The accurate heights of the limits between the multipjeta are obtained from an al-
gorithm enabling the detection of vertical heterogenaityhie aerosol extinction coefficients
derived from lidar profilesKim et al., 2013. Figure 3.3 shows the routes taken for the mea-
surements of the GBML, and FiguB4 shows the boundary-layer heights estimated by the
GBML and modelled heights. Modelled heights are obtainedhfrbfferent simulations of
WRF over Greater Paris, using different parameterisatioriceoPBL height (ACM2, MYJ,
MYNN, YSU in Figure 3.4) and including or not urban anthropogenic heat releaseh (arit
without the urban canopy model in WRF in FigiBel). The PBL heights tend to be under-
estimated, although the modelled mean PBL heights are signtfy different among the PBL
schemes. For measurements along the main road and the yeftRaris, the PBL heights are
better estimated when urban anthropogenic heat releaaleeis into account.

3.5 Model inter-comparisons

Model performances are checked using criteria detailecenti@ 3.3. However, the perfor-

mances may strongly vary depending on the locations andagss For a particular episode
and location, it is useful to compare the performances &ddiht models, in order to check that
a model performs reasonably well. Multi models simulatials® enable ensemble modelling

[Solazzoet al,, 20121.
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symbols Royeret al.,, 2011.
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3.5.1 Over East Asia: MICS

In the Model InterComparison Study Asia Phase Il (MICS-As)d @armichaekt al., 2008,
nine different regional modelling groups simulated cheémiand transport of ozonélanet al.,
2008, secondary aerosoHayamiet al,, 2008, acid deposition Wanget al., 200§, using
common emissions and boundary conditior®ljoway et al, 2009 derived from a global
model (MOZART, v. 2.4).

These included: a model from Seoul National Univers@gh@ng et Park2004; the PATH
model from Hong Kong Environmental Protection Departmeénég RAQM model from the
Acid Deposition and Oxidant Research Center, Japsampt al, 2004; the MSSP model
from Disaster Prevention Research Institute, Kyoto Unitef&ajino et al,, 2004; the STEM
model from the Center of Global and Regional Environmental e$e(CGRER), lowa Uni-
versity [Carmichaekt al,, 2003; the MATCH model from the Swedish Meteorological and
Hydrological Institute; the Polair3D model from the Centi€riseignement et de Recherche en
Environnement Atmospherique (CEREA), France; and two agiptinos of the CMAQ model
(http:// www.epa.gov/asmdnerl/CMAQ/): one by the Centraldesh Institute of the Electric
Power Industry, Japan, and the other one by the Universitgphessee, USA.

These models differ in the chemical mechanisms used, tladglef aerosol processes, as
well as in the coordinate systems and numerical schemes.

Four-month-long periods, representing 2 years and thiesoses (i.e., March, July, and De-
cember 2001, and March 2002), are analysed. Observatiatel abtained under the EANET
(the Acid Deposition Monitoring Network in East Asia) maoring program (see Figui6),
were made available for this study, and these data providegiaral database to compare
with model simulations. Comparisons for; @re shown in Figur&.5. Most stations with
O3 measurements are in Japan. In terms of statistics, M6, Mvéhdxhibit notably larger
correlations and smaller RMSE than the rest, but all models te under-predict monthly av-
erage ground-level Olevels, with the mean bias error being -2.2 to -18.8 pplbla(iet al.,
2008). For daily concentrations, the;@bservations are measured at only six Japanese sites.
All models show a tendency to under-predict &y 4-36%, with an exception of M1, which
over-predicts @ by 6%. M5 was run only for March 2001, and it is the only modedtth
over-predicts @ during that period, which could be associated with theualtital difference
between the lowest model layer (about 75m in M5 and 10-20nthieronodels) or its relatively
coarse grid resolution both in horizontal and vertical egtens.

Model-observation comparisons were made with monthlyammaaasurements of sulfate,
total nitrate and total ammonium at EANET stations and daiBasurements of sulfate and
nitrate at Fukue, a remote site between Japan and CHayajmiet al., 200§. The comparison
of monthly-mean measurements at EANET stations are shoWwigire3.7. Total nitrate was
consistently and considerably underestimated by all theéatso At Fukue, the models showed
better agreement than for EANET measurements. This isyliketause Fukue is centred in
many of the model domains, whereas the EANET stations arglyninsSoutheast Asia and
Russia. Moreover, Fukue is in Northeast Asia, where emisséwa high and the emission
inventory is more reliable than in Southeast Asia.
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3.5.2 Over Europe and North America: AQMEII

More than ten state-of-the-art regional air quality modese been applied as part of the
Air Quality Model Evaluation International Initiative (AQEII). These models were run by
twenty independent groups in Europe and North America (&) standardised modelling
outputs over a full year (2006) from each group have beeredh8olazzeet al., 2012. The
participating models and important characteristics anemsarised in Figur8.8.

For O; and PM analyses, Europe and NA are divided into 4 sub-redion®; and 3
for PM. Over Europe, sub-region EU1 consists of the northevasAtlantic region, France,
and northern Spain, and subregion EU2 consists of Centralgéur~or Q , sub-region EU3
consists of the Po River Valley up to the Alpine area of Italyl @outheastern France, and
sub-region EU4 covers the Mediterranean area (southedn tkee east coast of Spain, and
Greece). For PM, the sub-region EU3 is included in EU2, an@PW corresponds to EU4-
O3. For NA, for both Q and PM analyses, sub-region NA1 consists of the westeriopast
the United States and southwestern Canada, and sub-regi8rcdirsists of northeastern NA
including parts of south-central Canada. Far €ub-region NA2 consists of the U.S. Plains
states to the east of the Rocky Mountains, while sub-regiod Bénsists of the southeastern
United States. For PM, sub-regions NA2 and NA4 are mixed baregion NA2.

As detailed inSolazzoet al. [20121, Figure 3.9 shows time series of the summertime di-
urnal ozone cycle for (a) EU and (b) NA sub-regions. The nigjaf individual models (in-
dicated by the thin lines in Figurg.9) exhibit highly region-dependant behaviour, although
some common patterns are present. Models for EU have a preaointendency to underes-
timate (in some cases significantly) the peak daily mixirtgorand/or displace the time of the
peak mixing ratio, as well as to overestimate nighttime ngxiatios, with the exception of
sub-region EU2 (central Europe), which may be due to thengtdaily temperature gradient
in this region. Nighttime overestimation is known to ocauisome models due to difficulties
in dealing with stable conditions. Model results for the N#bgegions exhibit a lower spread
throughout the diurnal cycle, with the exception of one yinti model for sub-regions NA1,
NA2, and NA3, which is consistently biased low, especiatlpight. However, the majority of
the models exhibited nighttime overestimation to varyiegrées, indicating that most of the
AQ models have at least some difficulty dealing with stabledittons despite the variety of
vertical mixing schemes implemented in the models.

As detailed inSolazzeet al. [20124, Figure 3.10 shows time series of monthly average
daily PM;, concentrations for the EU and NA domains. A persistent westenation of PM,
by the models is common to both continents and all sub-regidbhe models that predict well
PM;, tend to overestimate PM. Figure 3.11shows time series of monthly average daily
PM, 5 concentrations for the EU and NA domains. Compared tqJ?khodel bias is much
lower for both continents, demonstrating an enhanced dayadf the air quality models to
simulate PM 5. The same conclusion was achievedRpustaret al.[201J who simulated the
European air quality during summer and winter 2001 usingiB@rdnt model configurations.
As shown in Figure3.12 PM, 5 was rather well estimated while BMwas underestimated.
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Model Res (km) No. Vertical Emissions Chemical BC
Met AQ lavers

European Domain MM5 DEHM 50 28 Global emission databases, EMEP Satellite measurements
MM5 Polyphemus 24 2] Standard” Standard
PARLAM-PS EMEP 50 20 EMEP model From ECMWF and forecasts
WRF CMAQ 18 34 Standard® Standard
WRF WRF/Chem 2.5 36 Standard? Standard
WRF WRF/Chem 25 36 Standard® Standard
ECMWF SILAM 24 9 Standard anthropogenic In-house biogenic Standard
MM5 Chimere 25 a MEGAN, Standard Standard
LOTOS EUROS 23 4 Standard” Standard
COSMO Muscat 24 40 Standard* Standard
MM3 CAMX 15 20 MEGAN, Standard Standard

North American Domain® GEM AURAMS 45 28 Standard® Climatology
WRF Chimere 36 9 Standard IMDZ-INCA
MM5 CAMx 24 15 Standard IMDZ-INCA
WRF CMAQ 12 34 Standard Standard
WRF CAMX 12 26 Standard Standard
WRF Chimere 36 9 Standard standard
MM5 DEHM 50 29 global emission databases, EMEP Satellite measurements

* Standard anthropogenic emission and biogenic emission derived from meteorology (temperature and solar radiation) and land use distribution implemented in the
meteorological driver (Guenther et al,, 1994; Simpson et al,, 1995),

b Standard inventory for MA includes biogenic emissions (see text),

© Standard anthropogenic inventory but independent emissions processing, exclusion of wildfires, and different version of BEIS (v3.08) used

Figure 3.8: Participating models and important charasties [Solazzoet al., 20124.
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Figure 3.10: Time series of monthly average daily J@Moncentrations for the EU (left col-
umn) and NA (right column) domains (top row) and sub-regién® 3 (second to fourth
rows). Monthly average observed values are representdteldilled diamonds$olazzoet al,

20123.
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Figure 3.11: Time series of monthly average daily 2Moncentrations for the EU (left col-
umn) and NA (right column) domains (top row) and sub-regién® 3 (second to fourth

rows). Monthly average observed values are representdteldifled diamonds$olazzoet al,
201234.
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Chapter 4

Processes and uncertainties

Air quality predictions are associated to large uncertastvhich originate in

e input data: emissions may be incomplete and/or inaccurat@l and boundary condi-
tions cannot be accurately defined;

e meteorology and subgrid-scale parameterisations;

e physical and chemical processes which may be parametgpisedy known and/or even
missing;

e numerical approximations.

This chapter first details the conclusions regarding uaggres that can be drawn from
model inter-comparisons: large variations of the conagiains simulated by different models;
the variations depend on the chemical components and tleegspecially large for PM. As
uncertainties may be linked to many different processesdifficult to understand their origins
from model inter-comparisons. Second, the origins of uag&ies are estimated and third, the
highest uncertainties for different pollutants are idigedi from intra-model comparisons.

4.1 Conclusions from model inter-comparisons

Even with similar input data, modelled concentrations wigd from different models greatly
differ from each other. In the AQMEII inter-comparisons o®rth America (NA), most mod-
els used the same emission dataset and boundary condkiowgver, as shown iBarteletet al.
[2017 and in Table4.1, PM,; elementary carbon (EC) concentrations greatly vary among
models. The mean concentration at observational statiaryshy as much as a factor of 5.5
between the model with the lowest concentration and the maeitle the highest concentra-
tion. As EC is an inert component of particles, these vametimay be due to meteorology,
physical parameterisations such as deposition and nuah@pproximations. Variations inO
concentrations between the models are lower than for PM.niden concentrations of;Gat
observational stations vary by a factor of 1.3 over NA andav& Europe, whereas the mean
concentrations of PMy and PM, vary by factors ranging between 3.8 and 5.7. This sug-
gests that uncertainties in the modelling of PM are highan tim modelling of Q. Although
emissions probably constitute a high source of unceresriti the modelling (see for exam-
ple Table4.2 which shows domain-mean Simpson and MEGAN biogenic enmmssised in
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AQMEII over Europe bySarteletet al.[2013), varying the anthropogenic and biogenic emis-
sions leads to variations insGnd PM concentrations that are much lower than the vargtion
among the different models.

Because in MICS over East Asia, all models are assumed to usathe input data, the
variability between the different models is due to diffezes in meteorology, physical param-
eterisations, differences in numerical schemes and diifass in the chemical mechanism. To
compare the sensitivity of sulfate and nitrate concemnatito the air quality model and to
the aerosol modul&sarteletet al. [2009 performed runs by switching on and off parameteri-
sations in the aerosol module (intra-model variationsy. reonthly-averaged concentrations,
they found that the variations in sulfate concentrationsmagrthe different air quality models
are higher than intra-model variations, suggesting thas#nsitivity to the aerosol module is
weaker than the sensitivity to the air quality model and ®rieteorology. However, for ni-
trate, the variations are of the same order of magnitudegesiong a very high sensitivity to
the aerosol module.

PM,sEC - NA Polyphemus AQMEII models
Min Mean | Max
Number of stations 262 262 262 262
Mean obs 0.4 0.4 0.4 0.4
Mean sim 0.5 0.2 0.5 1.1
rmse 0.5 0.5 0.7 1.3
correlation 51.5% 39.5% | 46.5% | 56.3%
mfb 23.6% -70.5%| 1.5% | 80.6%
mfe 56.5% 50.4% | 70.7% | 90.4%

Table 4.1: Comparisons to observations for surface Péemental carbon (PMEC) over NA
for July and August 2006 (concentrations and rmse ayegim~—3). Five models are included
in the AQMEII models used for the comparison.

Simpson| MEGAN

Isoprene 0.0799 | 0.0312
Terpenes 0.0436 | 0.01792
Sesquiterpenes0.000188| 0.00129
NO 0.00118 | 0.00108

Table 4.2: Domain-mean Simpson and MEGAN biogenic emissfiomug m—2 s71).
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4.2 Origins of uncertainties

Uncertainties in pollutant concentrations may have dferorigins. Although the list below
may not be exhaustive, it presents the processes identgi#iteanost important in the mod-
elling of O; and PM.

¢ Initial and boundary conditions; they are usually providgda larger-scale model and
they can not be accurately defined (they are attached totanters of the larger-scale
model and to differences in the chemical speciation of thdets) which may differ);

e Emissions
— Estimation of the flux for anthropogenic and natural (biagesea salt, volcanoes,
fire) emissions
— Chemical speciation of emissions
— Height of release for source anthropogenic emissionsavnoles and fire emissions
— Missing sources: e.g. wind-blown dust, road dust resuspensooking emissions,
semi-volatile organic compounds (SVOC)

e Meteorology

— Planetary boundary layer scheme and vertical diffusion
— Land use cover

— Urban canopy schemes

— Land surface model

— Cumulus parameterisation scheme

e Gaseous chemistry

— Speciation of VOC

— Aggregation of real species into model species
— Kinetics of reactions

— Estimation of photolysis rates

— Heterogeneous reaction probabilities

— Oxidation of VOC to SVOC

e Aqueous modelling

— Aqueous chemistry scheme (especially for organic cheyistr
— Location of clouds

— Activation of aerosols in cloud droplets

— Diameters of droplets

— Size distribution of aerosols after cloud evaporation
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e Aerosol modelling

— Aerosol dynamics

*

Shape of the size distribution (e.g. modal versus secbonal

Numerical approximations to represent the growth by cosad&on/evapora-
tion (e.g. thermodynamic equilibrium hypothesis betweas and aerosols)

Accommodation coefficient for coagulation
Parameterisations of the nucleation rate
Degree of mixing of particles (internal versus external)

*

*

*

*

— Inorganic aerosols

*x Thermodynamic model
x Limit of the acidity flux
x Liquid water content

— Organic aerosols

Uncertainties in the enthalpy of vaporisation

Ideality assumption for activity coefficients

Modelling of anthropogenic SVOC

Use of all major secondary organic aerosols (SOA) precsrsor
Modelling of SOA oligomerization

Representation of high-NOx and low-NOx gas-phase chenegaines
Hydrophylic vs hydrophobic assumption for chemical comgus
Particle phase reactions leading to further oxidation agrnentation
Heterogeneous oxidation reactions

I S S

* Kk X X X

e Numerical approximations

— Horizontal and vertical resolutions
— Number of sections/modes to represent the size distribati@erosols

e Other processes

— Dry deposition fluxes: parameterisations on various sagageposition of SVOC

— Wet deposition fluxes (choice of the diameter of dropletgrameterisations of
in-cloud and below-cloud scavenging rates, depositionudS

4.3 Model intra-comparisons

Roustaret al. [201Q0 studied the sensitivity of the ground-level concentnasicomputed by
the air quality model Polair3d/Polyphemus to input datayes@arameterisations and numeri-
cal approximations. To that end, 30 configurations werevddrirom a reference configuration
of the model by changing one input data set, one parameierisar one numerical approxi-
mation at a time. Each of these configurations was comparte teame reference simulation
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over two time periods of the year 2001, one in summer and ongniter. The sensitivity of the
model to the different configurations was evaluated throaiglatistical comparison between
the simulation results. The simulations were sorted witipeet to the normalised mean error
(nme). For all species, the modelled concentrations weng sensitive to the parameterisa-
tion used for vertical turbulent diffusion and to the numbéwertical levels. For the other
configurations considered in this work, the sensitivityl@f modelled concentration to the con-
figuration choice varies with the species and the period efythar. Real et Sartelef2011]
studied for the same two time periods of the year 200R@sstaret al. [2010 the sensitivity

of the modelled concentrations to the modelling of photslyates (cloud parameterisation and
aerosols).Kim et al. [2009 20118 compared two recent gas-phase chemical kinetic mecha-
nisms (CB05 and RACM2) for the formation of ground-level ozonerdzurope, and for the
formation of secondary inorganic and organic aerosolshgutie summer time period of the
year 2001 modelled bRRoustaret al. [2010. For the same time period&im et al. [20114
compared the effects of the two gas-phase chemical kinetchamisms (CB05 and RACM2)
and two SOA modules, the Secondary Organic Aerosol ModeRGAM) and AER/EPRI/-
Caltech model (AEC), on Pbj formation.

4.3.1 Ozone

Roustaret al. [201J and Real et Sartelef201]] found that Q is mainly sensitive to the pa-
rameterisation used for vertical diffusion (turbulencegpaeterisation) with an nme of 14% in
summer and 18% in winter, the number of model levels with aa 0fi8% in summer and 12%
in winter, the input data used for boundary conditions witerbetween 7 and 8% in summer
and between 4 and 6% in winter, the inclusion of aerosols vdwenputing photolysis rates
with a nme of 4% in summer and 2% in winter, and the heterogenesaction probabilities
with nme between 2% and 3%. The large impact of the vertidalgion on the modelled ©
concentrations confirms the results presentedlailet et Sportiss¢200G. Between the first
two layers, the vertical diffusion coefficient values ohtad with the Louis parameterisation
are lower than those of the Troen and Mahrt parameterisafioa mass exchange between the
first layer and the second one, richer in ozone, is then deedearlhat explains the negative
bias and the lower value of the mean concentration.

Kim et al. [2009 compared CB05 and RACM2 for simulations of ozone over Europe.
Changing the gas-phase chemical kinetic mechanisms from CERBEM?2 leads to a nme of
5% in summer. Significant differences, however, appearettiBp locations. Figurd.1shows
monthly averages of daily maximum 8h-average ozone coraténis (ppb) modelled with
CBO05 and RACMZ2, and differences between the two model simuktiygrmodulus. This dif-
ference results from different treatments in the two meigmas for both inorganic and organic
chemistry. Differences in the treatment of the inorganierolstry are due mainly to differ-
ences in the kinetics of two reactions: NO 4 ©: NO, + O, and NO + HQ — NO, + OH.
These differences lead to a domain-averaged differenceaneoconcentration of 5%, with
RACM2 kinetics being more conducive to ozone formation. Défees in the treatment of
organic chemistry lead to a domain-averaged differencezone concentration of 3%, with
CBO05 chemistry being more conducive to ozone formation.
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Figure 4.1: Monthly average of daily maximum 8h-averagenezoconcentrations (ppb) mod-
elled with CBO5 (left column), and differences between thewamel simulations by modulus
(right column) Kim et al,, 2009.

4.3.2 PMcoarse

As detailed byRoustaret al.[2010, although PMoarsewhich is the difference between RV
and PM 5, is influenced by many aerosol parameterisations, it iesyatically underestimated
in summer and winter. This underestimation may be parthyaned by the treatment ap-
plied to boundary conditions to deal with Saharan dust el@savhich are partly neglected
[Sarteletet al, 20074 and by the lack of natural dust emissions and road resugpeimsthe
emissions inventory.

PMcoarseis very sensitive to the parameterisation used for seaesai$sion, with nme
between 53-59%, the vertical diffusion with nme betwee1886, the number of levels with
nme between 21-24%, to the mixing of sea-salt particles wihution particles with nme
between 20-24%, to options related to deposition (e.g. coatijpn of wet diameter) with nme
between 9 to 19%, to assumptions in computing mass traregks between gas and aerosols
with nme between 15 and 19%, to boundary conditions with a oh&®%6 algorithms and to
redistribution algorithms after aqueous chemistry witmaerof 6%.

433 PM;

Roustaret al. [2010 showed that modelled concentrations of PJVare sensitive to a larger
number of configurations than Rjdarse

PM, 5 concentrations are highly sensitive to the parameteoisatsed for vertical diffusion
with nme between 19 and 23%, to options related to sea-sak@ls with nme between 12 and
23%, to boundary conditions with nme between 9 and 30%, totimeber of vertical levels
used with nme between 11 to 16%, to heterogeneous reactitiname between 3 to 21%, to
assumptions in computing mass transfer rates between gageaosols with nme between 8
and 12%, to the criterion selected to activate aqueous atemvith nme between 8 and 13%,
to options related to deposition (e.g. computation of watrditer) with nme between 4 to 9%.
Choices of the size distribution and the aerosol density batte an nme of 6%.

For the summer simulation, the nme is 8% if the gas-phase ichékinetic mechanism
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is changed from CBO0O5 to RACM2. As shown Bym et al. [2011H, this difference is due
to inorganic aerosols (sulfate, ammonium and nitrate) agdroc aerosols (biogenic and an-
thropogenic). Differences may be higher for specific conmasunitrate, organic compounds).
Differences in the inorganic and organic aerosols resuttgmily from differences in oxidant
concentrations (OH, 9and NQ). For example, the nme for OH and N@ as high as 36%
and 22%, respectively.

The impact of taking into account aerosols when computinggiisis rates is lower and
the nme is only 3% in the summer for Bl with difference in OH concentration as high as
15% [Real et Sartele011].

4.3.4 Sulfate

Sulfate concentrations are very sensitive to the boundamgitons with nme between 6 and
31%, to the vertical diffusion and to changes of the humbdewdls with nme between 10
to 17%, to the criterion selected to activate aqueous chligmasd to the aqueous chemistry
with nme between 9 and 14%, to heterogeneous reactions withbetween 9 and 11%, to
deposition (e.g. computation of wet diameter) with nme of @%@ the dynamical treatment of
the gas-particle mass transfer with an nme of 5%.

When changing the gas-phase chemical kinetic mechanism@®@d to RACM2, during
the summer period, the nme is as high as 16% for sulfate beadusgh differences in OH
concentrations.

4.3.5 Nitrate

Nitrate concentrations show a high variability dependinglte options used in the air quality
model (AQM), with higher nme than other pollutants. Nitra@ncentrations are very sen-
sitive to vertical diffusion and to changes of the numberevkels with nme between 25 and
33%, to whether Na and CI are treated in the thermodynamic module or not (i.e. mixing
of aerosols) with nme between 70 and 90%, to heterogeneaasares with nme from 22 to
65%, to the thermodynamic model used with nme between 7% imewand 41% in sum-
mer, to the dynamical treatment of the gas-particles massfier with nme between 16 and
26%, to the aqueous chemistry model with nme between 19 a¥td @Bthe criterion used to
call the aqueous chemistry model with nme between 11 and i®%e dry deposition of the
gaseous precursor HN@vith nme between 7 and 11%, to deposition (e.g. computafiered
diameter) with nme between 7 and 8% .

When changing the gas-phase chemical kinetic mechanism @B65 to RACM2, dur-
ing the summer period, the nme is as high as 19% for nitratausecof differences in the
concentrations of HNQ(nme of 28%) where the concentrations of ammonia are high.

4.3.6 Ammonium

Ammonium concentrations show variabilities depending@ptions used in the AQM higher
than sulfate but lower than nitrate. Ammonium concentretiare very sensitive to vertical dif-
fusion and to changes of the number of levels with nme betw8eand 24%, to heterogeneous
reactions with nme from 7 to 37%, to whether™Nand CI- are treated in the thermodynamic
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module or not (i.e. mixing of aerosols) with nme between 20 2B%, to the agueous chem-
istry model used with nme between 11 and 21%, to the critenged to call the aqueous
chemistry model with nme between 9 and 11%, to the dynanmeatrhent of the gas-particles
mass transfer with nme between 13 and 16%, to the thermodygmaadel used with a nme of
12% in summer, to the algorithm used for mass redistribugitber condensation/evaporation
with a nme of 8% in winter, to deposition (e.g. computatiomeaft diameter) with a nme of
5%.

When changing the gas-phase chemical kinetic mechanism@®@d to RACM2, during
the summer period, the nme is as high as 14% for ammonium becasHuwlifferences in the
concentrations of sulfate and ammonium.

4.3.7 Organic matter

Roustaret al. [2010 did not include SOA nor organic matter (OM) in their senaiti study.
Kim et al.[20118 compared CB05 and RACM2 for simulations of PM including SOA foe t
summer period of 2001. Differences in organic aerosolsltresostly from differences in ox-
idant concentrations (OH, £and NQ). The difference in monthly-mean concentrations of
anthropogenic SOA is 22%, which corresponds to a nme of 20%st Mf that difference is
due to aromatic SOA. Differences in the contribution of aatigs to anthropogenic aerosol
formation are due to the fact that aromatics oxidation in CE@#l$ to more cresol formation
from toluene oxidation. Differences in the aromatic ael®seuld be significantly reduced
with the recent CB05-TU mechanism for toluene oxidation. Tiffler@nce in monthly-mean
concentrations of biogenic SOA is 1%, which correspondsnma of 5%. The difference is
low because of compensating differences of higher conatois of the monoterpene oxida-
tion product BiBmP with CB05 (+12%) and lower concentrationshef dther biogenic SOA
(-4%). Differences in the biogenic aerosol formation arglpalue to differences in oxidant
concentrations and partly to the total organic mass, whftthences the formation of biogenic
aerosol by gas-particle partitioning coefficients. The maxn local differences of aerosol
formed from monoterpene SVOC are 12% (BIAOD), 52% (BIiA1D), 4@8#A2D) and 91%
(BiBmP). For the aerosol formed from isoprene SVOC, the maxinhgal differences are
21% (BilSO1) and 16% (BilSO2).

For the summer period of 200Kim et al. [2011d compared the effects of the two gas-
phase chemical kinetic mechanisms RACM2 and CBO05 and the two SQ@illes SORGAM
and AEC, on fine PMj5 formation. The major sources of uncertainty in the chemistrSOA
formation were investigated. The use of all major SOA prsorg and the treatment of SOA
oligomerization were found to be the most important factor SOA formation, leading to 66%
and 60% more SOA, respectively. The nme between simulatidgtiisand without biogenic
SOA precursors (isoprene and sesquiterpenes) is as higi¥asiith SORGAM. The nme be-
tween simulations with and without oligomerization in th@/Amodel AEC is 24%. For Au-
gust 2002Couvidatet al.[20124 found a nme of the same order of magnitude, 36%, between
simulations with and without oligomerization in the SOA neb#i*O. Kim et al.[20113 also
found that the explicit representation of high-NOx and IN@x gas-phase chemical regimes
may also lead to an important increase of SOA depending oaghmach used to implement
the distinct SOA yields within the gas-phase chemical kinetechanism; Implementing the
high-NOx and low-NOx SOA vyields not in the first oxidation stef the precursor species for
aromatics but in later oxidation steps corresponding totreas of precursor oxidation prod-
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Figure 4.2: Differences in P concentrations;(g m—*) over Europe simulated with RACM2
and CBO5 for gas-phase chemistry and with AEC and SORGAM for Sipdition. Results
are averaged over the one-month simulation of 15 July to 1§usu2001: [PM2.8} 505 arc -

[PM2.5]cos,s0rcan (l€ft column); [PM2.5kacar2,aEc - [PM2.5]gacm2,sorcan (right col-
umn) [Kim et al,, 20114

ucts with nitrogenous species and peroxyl radicals leadgsrime of 34% using SORGAM.
The treatment of isoprene SOA as hydrophobic or hydrophelaals to a significant differ-
ence, with more SOA being formed in the latter case, and a riri&dor August 2002 with
H?O(Couvidatet al. [2012d). The activity coefficients may also be a major source ofeunc
tainty, as they may differ significantly between atmosphgérticles, which contain a myriad
of SOA, primary organic aerosol (POA), and inorganic aergpecies, and particles formed
in a smog chamber from a single precursor under dry conditid&ssuming ideality (i.e., the
activity coefficients are equal to one) leads to a nme of 11% WfO in August 2002. The
values of the enthalpies of vaporization for the equilibrigalculations of hydrophobic SOA
have been shown to have some effects on average SOA corimasrar&im et al.[20113 re-
placed the original enthalpies of vaporization of SORGAMA k3/mol for all SOA) by a value
of 88 kJ/mol, which better reflects the more recent estimatddes. The difference in SOA
concentrations averaged over the entire domain is low (@gdd3), but corresponds to a nme
of 14%. Couvidatet al.[20124 found that taking into account the gas-phase fraction dDEV
increases significantly organic PM concentrations, egfigduring winter, with a nme of 59%
on SOA concentrations for February 2003.

Finally, significant interactions exist between the ureieties of the gas-phase chemistry
and those of the SOA module. For example, Figu&shows differences in Ph4 concentra-
tions (mug m—3) simulated with AEC and SORGAM for SOA formation and either RAZM
or CBO5 for gas-phase chemistry. The effect of the aerosol tedatiffiers depending on which
gas-phase chemical mechanism is used.

4.4 Discussion

The choice of the parameterization for the vertical turbutbffusion coefficient and the choice
of the vertical levels, have a large impact on the modele¢eoinations at the surface of all
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the considered species. The options related to boundadjtom s have a large impact on the
species that have a long lifetime and are treated with expiktds derived from global models
(O3, NO,, sulfate and ammonium).

The formulation of a gas-phase chemical kinetic mechan@nozone can have signifi-
cant direct (e.g., cresol formation) and indirect (e.gidart levels) effects on PM formation.
Furthermore, the incorporation of SOA into an existing ghase chemical kinetic mechanism
requires the addition of reactions and product speciesciwsinould be conducted carefully
to preserve the original mechanism design and reflect dukreswledge of SOA formation
processes (e.g., NOx dependence of some SOA yields). Tiedogevent of chemical kinetic
mechanisms, which offer sufficient detail for both oxidamd &OA formation is recommended.

The current state of the science is more advanced for thelyase chemistry of ozone
formation than for the chemistry and gas/particle partitig of particulate matter (PM) for-
mation. As a result, there are larger uncertainties assatiaith aerosol modules than with
gas-phase chemical kinetic mechanisms. Neverthelesanttertainties associated with those
modules are not additive in an air quality model and therechrge interactions between the
gas phase chemical mechanism and the secondary aerosatiftoxmin particular, the effect
of the NOx regime on SOA formation should be explicitly teshin air quality models.
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Perspectives

Aerosol modelling has strongly improved over the past fiftgears. The modelling of inor-
ganic chemical compounds are now relatively well undet@though some reactions still
need to be better constrained, as discussed in Chapter heFurbrk will be devoted to im-
prove the modelling of secondary organic aerosols (SOA)etter model some of the aerosol
properties, such as mixing properties, the number corattoris of particles, and to better
characterise primary emissions, such as the ration prilm@anic aerosols (POA) over semi-
volatile organic compounds (SVOC). Model evaluation of teeogol properties and concen-
trations is also important to assess the performance of tdels and to help directing the
improvements that need to be made.

5.1 Mixing properties of aerosols

Air quality models (AQM), such as the one integrated in theqaiality platform Polyphe-
mus, allow us to simulate pollutant concentrations fromssion inventories, meteorological
data and the boundary conditions of the domain studied. dsetlmodels, particles of a given
diameter are assumed to mix instantaneously when they neeaube of transport, such as
advection by wind. This hypothesis is called “internal mgxihypothesis”. Although parti-
cles do mix progressively under the effects of coagulatmm condensation/evaporation, this
hypothesis may be difficult to justify close to emission st Many observations, such as
those ofHealyet al.[2012 in Paris, suggest that particles from different sourcesodten not
mixed. The internal mixing assumption allows one to lowanpatational cost for air-quality
modelling. Taking into account particles that are extdynalixed in a model increases the
memory space required by the program to run, as well as thpwimg time.

The mixing state of particles strongly influences opticalgarties and the formation of
particles by influencing the chemical composition. For therfation of SOA, mixing influ-
ences the hydrophilic and organic absorbing propertiesdfgles. A new PM module, which
represents the mixing state of particles by discretisirggarosol composition (the fraction
of families of chemical components) as well as the size itigtion, is currently being devel-
oped. The method developed here allows one to model the ghtignamics: particles are
not either mixed or unmixed, but they can be partially mixedepresented by the mass frac-
tion of particle chemical components. So far, the modelesgnts the coagulation of particles
[Dergaouiet al,, 2013, see Sectior2.5 When two particles of different compositions coagu-
late, the resulting particle has a composition that is tiifie from those of the two particles that
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have coagulated. The model needs to be generalised to nmuisation/evaporation and to
be integrated in a 3D AQM. Under condensation/evaporapartjcle diameter grows/shrinks.
For 3D applications, the sections need to be of distinctrsinges throughout the simulations.
As particles grow/shrink with condensation/evaporatithre, bounds of the sections and the
particle diameter evolve, as seen in Chagteand it is then necessary to redistribute the num-
ber and mass among the fixed size sections. Similarly, theiclaécompositions of particles
evolve, and an algorithm will be developed to redistribiie particles amongst the different
mass-fraction sections. The externally mixed aerosol mwdkthen be integrated in the air-
quality platform Polyphemus and coupled to the Polair3Dy/pleemus AQM.

Comparisons of the mixing-state of particles using Polyplemith the newly developed
externally mixed aerosol model to measurements will be gotedl over Greater Paris. During
the winter 2010 MEGAPOLI (Megacities: Emissions, urbagjoaal and Global Atmospheric
POLIution and climate effects, and Integrated tools foeassent and mitigation) campaign,
using an Aerosol Time-Of-Flight Mass Spectrometer (ATOFM3ealyet al. [2013 found
that biomass burning particles from local domestic woochimgy sources are not mixed to low-
diameter traffic particles, which could also be differetetthfrom higher diameters internally-
mixed particles with inorganic compounds (majoritarilyheir sulfate or nitrate compounds).
By allowing different mass fractions of chemical compounalsa given particle size, the new
model will allow us to better quantify the impact of regionalsus local sources.

The development of the externally mixed aerosol model angpewisons to measurements
over Greater Paris will be done in the framework of the Phtiesis of Shupeng Zhu. Fur-
ther measurements of the mixing properties of particles v@lmade during the ChArMEXx
(Chemistry-Aerosol Mediterranean Experiment) campaigsummer 2013 in the framework
of the ANR SAF-MED (Secondary Aerosol Formation in the MEdDiainean).

5.2 Secondary Organic Aerosols

5.2.1 Chemical gas-phase mechanisms

Understanding the formation of SOA is complicated becadsifficulties to correctly char-
acterise the gas-phase oxidant chemistry and the mujtiestielation of volatile organic com-
pounds (VOC) that lead to SOA formation. Most state-of-titeA®M may actually not be
valid far from source regions because SOA formation in AQMased only on the first and, in
some cases, second VOC oxidation steps.

The chemical gaseous schemes currently used were mostiynddsto correctly model
o0zone concentrations, and they are lacking details on tisatian of VOC that may form
semi-volatile organic compounds (SVOC), which can then easd onto particles. The incor-
poration of SOA into an existing gas-phase chemical kinegchanism requires the addition
of reactions and product species, which should be condwetedully to preserve the original
mechanism design and reflect current knowledge of SOA foomgirocesses (e.g., NQle-
pendence of some SOA yields). Most of the existing SOA chahmechanisms are based on
chamber experiments. These measurements do not derieensattith several chemical steps
of oxidation of organic compounds, and it is often not pdssib identify all the organic com-
pounds produced by oxidation. But it is now recognised thist érucial to take into account
several oxidation steps to properly represent the formaticcOA. Explicit chemical schemes,
such as GECKOQamredoret al,, 2007, have been developed to take into account the different
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stages of oxidation, but they are too costly in calculatioretto be used in 3D. Using available
kinetic and thermodynamic data and structure-reactiatgtronships, they typically include
several hundred thousand organic species and up to a nméastions. However, they could
be used as a benchmark to develop parameterisations ofagrdourth generation oxidation
products.

5.2.2 Multiphase models

The formation of organic aerosols is a complex phenomenarhiimg many processes (ab-
sorption in an organic or aqueous phases, oligomerizatipgroscopicity). Organic aerosol
models like AEC or HO take into account the influence of the non-ideality of agiand dis-
tinguish hydrophilic (which condense on an aqueous phasehgdrophobic (which condense
on an organic phase) compounds. However, this type of maded de improved by allowing
some compounds to condense both on an organic phase andesuaqhase. Simulations
show that some compounds from the oxidation of monoterpearese both hydrophilic and
hydrophobic while some compounds from oxidation of isoprare very hydrophilic. Further-
more, this type of model does not take into account the plessiluence of saturation of the
organic phase. A study of the MEGAPOLI summer campaigauvidatet al., 20121 sug-
gests that the primary compounds and secondary compounus @asily mix. It is therefore
desirable to be able to take into account the saturatioredbithanic phase and the co-existence
of two or more distinct organic phases. The model could aésoriproved by taking into ac-
count the viscosity of particles, which could strongly ieffice the equilibrium between gas
and patrticle and, therefore, affect the partitioning betvthe gas and the particle phases. The
development of such a model will be made in the framework efgbst-doctorat of Florian
Couvidat for the GMES-MDD project “Amélioration des émigssanaturelles et de la chimie
organigue des aérosols pour la prévision de chimie-trahspol’Europe.”

5.3 Modelling number concentrations

As several epidemiological studies have suggested #tatiselationships between adverse
health effects and fine and ultrafine particles, it is crutdahot only evaluate models for
the modelling of mass concentration but also for number. éllowy the number concen-
tration is important not only for fine particles, but also farger particles that can act as
cloud condensation nuclei, as they control the aerosalecioteractions and affect the climate
[Lohmann et Feichte20035.

High mass concentrations are mostly observed for coarsdiaagarticles, while high
number concentrations are mostly observed for ultrafinggies. The modelling of ultrafine
particles is more difficult than fine and coarse particlesabge processes such as nucleation,
Kelvin effect and Van der Walls forces may become importabrrent modal models have
shown to not be inadequate to model the growth of ultrafinggbes.

Recently, simultaneous measurements of number concemsaii different stations have
been performed, e.g. during the MEGAPOLI campaign oversRard over Europe as part of
the ACTRIS (Aerosols, Clouds, and Trace gases Research InfciSte Network) project. An
evaluation of models using recent measurements is therefsirable and is currently under
progress for the MEGAPOLI campaign in the framework of theCPlihesis of Stephanie
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Deschamps.

5.4 Model evaluations

A better description of PM concentrations and charactesigparticle size distribution, chem-
ical composition, volatility, hygroscopicity and mixingase) from both measurements and
modelling is desirable to improve our understanding of thgilas, evolution, and properties of
organic aerosols (OA).

High secondary organic aerosols (SOA) concentrations bega observed in summer over
the Mediterranean basin, where high natural emissiongénic and oceanic) are common
and where aged anthropogenic plumes are transported. Tl 2WF-MED, which started
in November 2012, aims to develop a better understandingebtigins of the high SOA
concentrations observed in the western Mediterraneannmrg&r with a focus on the role of
atmospheric chemical processing and particle properti€OA formation, in the framework
of ChArMEXx (The Chemistry-Aerosol Mediterranean Experimértip://charmex.lsce.ipsl.fr).
The general strategy aims to document the chemical progess$iair masses of different ori-
gins and at various times since their emission. This will ddrassed by combining full-
chemistry ground-based measurements at one receptomsitpsgudo-Lagrangian airborne
measurements following an air parcel for a few days. A foeekintensive field measurement
campaign will be performed at a receptor site at Ersa on tinégn@m coast of Corsica (wind
turbine site, ChArMEX supersite), between mid-July 2013 axidtAugust 2013. The ERSA
super-site appears to be the most suitable location totiged¢s the role of atmospheric aging
on OA concentration levels and properties, as it benefits fachigh level of photochemical
activity during summertime. Furthermore, although nodsgly influenced by local anthro-
pogenic sources, the ERSA site is often impacted by air masggrating from both the Po
Valley and Rhone Valley reacting over the Mediterranean @ntlfe Ligurian Sea, thus by
air masses more distant from sources as those encounteiagd the Megapoli campaign in
Paris. A better characterisation of SOA and PM will allow asvaluate existing AQM. Not
only PM concentrations, but also PM properties will be commpdao measurements, leading
to stronger constraints on AQM. As a large part of SOA may bménl from the interactions
between biogenic and anthropogenic precursors, impronenrethe modelling of natural and
anthropogenic aerosols will allow us to better quantify plaet of biogenic SOA that can be
controlled.

5.5 Primary emissions

Primary emissions are either anthropogenic or naturalufdbémissions are related to aerosol
dust minerals, forest fires, sea salt and biogenic emissidrey are still attached to high levels
of uncertainties.

5.5.1 Anthropogenic emissions

Anthropogenic emissions are provided by emission invéegpihich detail the emissions of
different pollutants (typically VOC, NQ CO, SQ, PM, 5, PM;,, CH,) for different activity
sectors. The inventory species are disaggregated intgpeales using speciation coefficients.
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For example, NQ emissions are split into NO and NOfor VOC over Europe we use the
speciation oPassanf2003. PM are split amongst different chemical species (usuathanic,
elemental carbon and dust), and number concentration &lyswt estimated.

5.5.1.1 Organics

Primary organic aerosols (POA) are in fact condensed sefatike organic compounds (SVOC),
which exist in both the gas phase and the particle phaseodditin SVOC present in the parti-
cle phase are considered in emission inventories, thoseeigds-phase are not, because they
are often made of species of more than 12 carbons, which a@lysiot measured. For
traffic emissions, inventories are built by measuring theceatration of POA after some di-
lution. This POA concentration varies depending on thetidify the temperature, as SVOC
may evaporate from the particle phase. Typically, for diésdfic emissions, as shown by
Robinsoret al.[2007, if POA measurements are performed at ambient concemtisafa few
g m—3), then the gaseous fraction of SVOC could be estimated @siatio SVOC/POA ratio
of 5. This ratio is highly uncertain, as only few measureradiave been performed at ambient
concentrations, and it needs to be estimated for differehicle categories, as planned in the
project DRIVE (Emissions particulaires Directes et Indiesodu trafic routier) coordinated by
Aurélie Charron from IFSTTAR, in which we participate. Measuents for other emission
inventory categories are also required.

5.5.1.2 Number

Number concentration is not yet provided by anthropogenitssgion inventories which only
provide mass. The size distribution of ultrafine particlessw@sually not known, as inventories
only provide PM or PM 5 and PM, concentrations. However, in the tool COPERT 4 used to
calculate air pollutant and greenhouse gas emissions foawh transport, emission factors for
particle number are estimated. These factors, and facsbireaed in the framework of the
project PM-DRIVE, should be used to estimate number emisdi@mm emission inventories.

5.5.2 Natural emissions

Natural particle emissions are still attached to high |le@faincertainties. They are related to
mineral aerosols, fire and sea salt. Their relative cortiohuo overall emissions is highly
dependent on the period of the year and highly variablealpatihe modelling of these emis-
sions will be improved in the framework of the GMES-MDD prctjéAmélioration des émis-
sions naturelles et de la chimie organique des aérosolslaquévision de chimie-transport
sur 'Europe.”

55.2.1 Sea-salt

Marine emissions emit mainly chlorine, sodium (and a feweotinorganic species such as
sulfate) and organics. Most existing parameterisatiomMs represent only the inorganic

emissions. Itis only recently that parameterisations leen developed to model the primary
marine organic emission&pnttet al, 2011. The organic aerosol is due to marine phyto-
plankton, which emits different volatile organic composaritat can form particles (isoprene,
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terpenes) but also primary organic particles. These eomsswill be estimated using the pa-
rameterisation oGanttet al.[2011], and satellite data giving the location and the conceiatnat
of the phytoplankton.

5.5.2.2 Dust

Sahara mineral dust can be transported over long dista@gesirom Sahara in Africa to Eu-
rope. Emission models depend on the wind speed and paransetdr as roughness, mineral-
ogy and surface type. The high variabilities of Sahara deestts make it difficult to forecast. In

the forecast made with the air-quality platform Polypheiinitp://cerea.enpc.fr/en/prevision.html),
European boundary conditions are obtained from global Isiians averaged over several
years. The variabilities of Sahara dust events cannotftrerée reproduced. In the frame-
work of the GMES-MDD project, the tools developed at the Lralboire de Météorologie Dy-
namique (LMD) to model Saharan dust will be shared to imprinemodelling of mineral
aerosol concentrations over Europe.

5.5.2.3 Fire

For biomass burning emissions, emission inventories aitefoom satellite observations of
active fires and burned areas, e.g. by Solene Turquety irrdineefvork of the project API-
FLAME, in which we patrticipate. Emissions can be injecteid ithe boundary layer or above
and these highly uncertain injection heights may strondfigcathe ground-level concentra-
tions, as shown ilCouvidatet al. [20124. In the framework of the GMES-MDD project, the
speciation of the inventory of Soléne Turquety will be maatifto take into account the species
developed in the organic aerosol model developed in thegioj

5.5.3 Resuspension of road dust

PM, 5 are now quite well modelled. However, RiMconcentrations are still often underesti-
mated. This under-estimation may be a consequence of s@vecesses that are not taken
into account in most models, such as resuspension of roddbgwehicular traffic and/or par-
ticulate emissions from car brakes. As new data becomead@jlparameterisations may be
developed to include those emissions in air-quality models



Appendix 1: Evolution equations of
moments by coagulation

If 3 modes are considered, the evolution equations of mosrtgntoagulation may be written
for each modé, j andk as
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wherecs denotes the chemical specié$;? denotes the volume proportion of chemical species
in model (I =1, j, k)
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Appendix 2: Statistical indicators

The following indicators are computed by the ATMOPY modufePolyphemus in order to

evaluate error statistics for model-to-data comparistes(o;), and(c;), be the observed and

the modelled concentrations at time and locatiamespectively. Let: be the number of data.
We define the following indicators:

e Root mean square error (rmse)
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e Normalised Mean Bias (nmb)

e Normalised Mean Error (nme)
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