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\textbf{ABSTRACT}

The International Monitoring System (IMS) radionuclide network enforces the Comprehensive Nuclear-Test-Ban Treaty which bans nuclear explosions. We have evaluated the potential of the IMS radionuclide network for inverse modelling of the source, whereas it is usually assessed by its detection capability. To do so, we have chosen the degrees of freedom for the signal (DFS), a well established criterion in remote sensing, in order to assess the performance of an inverse modelling system. Using a recent multiscale data assimilation technique, we have computed optimal adaptive grids of the source parameter space by maximising the DFS. This optimisation takes into account the monitoring network, the meteorology over one year (2009) and the relationship between the source parameters and the observations derived from the FLEXPART Lagrangian transport model. Areas of the domain where the grid-cells of the optimal adaptive grid are large emphasise zones where the retrieval is more uncertain, whereas areas where the grid-cells are smaller and denser stress regions where more source variables can be resolved.

The observability of the globe through inverse modelling is studied in strong, realistic and small model error cases. The strong error and realistic error cases yield heterogeneous adaptive grids, indicating that information does not propagate far from the monitoring stations, whereas in the small error case, the grid is much more homogeneous. In all cases, several specific continental regions remain poorly observed such as Africa as well as the tropics, because of the trade winds. The northern hemisphere is better observed through inverse modelling (more than 60% of the total DFS) mostly because it contains more IMS stations. This unbalance leads to a better performance of inverse modelling in the northern hemisphere winter. The methodology is also applied to the subnetwork composed of the stations of the IMS network which measure noble gases.

\section{1. Introduction}

\subsection{1.1. The IMS network and the CTBT enforcement}

The Comprehensive Nuclear-Test-Ban Treaty (CTBT) signed by 182 states bans nuclear explosions (\textit{United Nations, 1996}). The monitoring of the treaty is implemented by the United Nations CTBT Organisation (CTBTO), based in Vienna, Austria. It operates an International Monitoring System (IMS) and collects seismic, infrasound, hydroacoustic data as well as radionuclide (particulate matter and noble gases) activity concentrations. This article focuses on the latter. Upon completion of the installation, the radionuclide IMS network will have 80 stations. As of June 2011, 60 stations are certified and operational. The instruments are radionuclide gamma detectors coupled to particle filters. Each station is capable to provide for highly sensitive gamma-ray spectroscopy of the airborne particulate material sampled in filters being exchanged once a day according to a known schedule. Depending on the radionuclide considered, detection limits of 30 \( \mu \text{Bq} \) are achieved. Consequently, these stations allow to deliver 24 h-averaged activity concentrations for several particulate/aerosol species: caesium-137, caesium-134, iodine-131 (aerosol form), etc. In the long term, 40 of these stations will also be able to measure noble gases (xenon-131m, xenon-133, xenon-133m, xenon-135), among which 24 are operating as of June 2011.

The locations of 79 (among 80) stations are detailed in the treaty, even though the actual locations could slightly differ (see \url{http://www.ctbto.org/map}). The design of the network has been validated using dispersion modelling. For instance, using a global atmospheric transport model (ATM), one can compute the ability of...
the monitoring network to detect a release stemming from any location on Earth (Hourdin and Issartel, 2000; Wotawa et al., 2003, 2010; Saey et al., 2007; Ringbolm and Miley, 2009). Recently, the radionuclide IMS network has measured the Fukushima Daiichi plume throughout the world, although only part of the observations has been disclosed.

The observations of the IMS radionuclide network can be utilised to globally detect a nuclear test in any environment. This includes the capability to discriminate a clandestine nuclear test from any other kind of underground explosion. The radionuclide observations could also help to characterise a test (location, signature and intensity) using inverse modelling techniques. The objective of this article is to determine the potential of the IMS radionuclide network for inverse modelling of the source term, using rigorous mathematical tools in conjunction with global or regional ATMs.

1.2. Inverse modelling of tracers

The application of inverse modelling techniques to the reconstruction of the source term is recent in atmospheric dispersion. The European Tracer Experiment (ETEX, Nodop et al. (1998)), initially triggered by the Chernobyl accident, served as a playground to test inverse methodologies (Robertson and Langner, 1998; Pudykiewicz, 1998; Seibert and Stohl, 2000; Issartel and Baverel, 2003; Bocquet, 2005a, b). Full reconstructions using real data with results close to the known characteristics of the source have been obtained (Bocquet, 2007; Krysta et al., 2008). These authors used methodologies inspired by geophysical data assimilation techniques: the field to retrieve is discretised into a spatially organised large set of source variables/parameters. Alternatively, the so-called parametric methods rely on the optimisation of a restricted set of variables that parametrise the source term. In the specific case of accidental dispersion, the lat-lon coordinates and the emission rate parameterise the source (Delle Monache et al., 2008; Yee et al., 2008).

As far as real radionuclide dispersion events are concerned, these methodologies have been tested on the Algeciras dispersion event (Krysta and Bocquet, 2007; Delle Monache et al., 2008), with about hundred caesium-137 integrated activity concentration measurements. The results are satisfying but mostly because of the very simple shape of the source (a single peak). The inverse modelling approach was also applied to the atmospheric source term of Chernobyl (caesium-137, caesium-134, and iodine-131) by Davoine and Bocquet (2007); Bocquet (in press) with an estimation of the Chernobyl (caesium-137, caesium-134, and iodine-131) by Davoine and Bocquet (2007); Bocquet (in press) with an estimation of the Chernobyl source by Davoine and Bocquet (2007); Bocquet (in press).

Full reconstructions using real data with results close to the known characteristics of the source have been obtained (Bocquet, 2007; Krysta et al., 2008). These authors used methodologies inspired by geophysical data assimilation techniques: the field to retrieve is discretised into a spatially organised large set of source variables/parameters. Alternatively, the so-called parametric methods rely on the optimisation of a restricted set of variables that parametrise the source term. In the specific case of accidental dispersion, the lat-lon coordinates and the emission rate parameterise the source (Delle Monache et al., 2008; Yee et al., 2008).

As far as real radionuclide dispersion events are concerned, these methodologies have been tested on the Algeciras dispersion event (Krysta and Bocquet, 2007; Delle Monache et al., 2008), with about hundred caesium-137 integrated activity concentration measurements. The results are satisfying but mostly because of the very simple shape of the source (a single peak). The inverse modelling approach was also applied to the atmospheric source term of Chernobyl (caesium-137, caesium-134, and iodine-131) by Davoine and Bocquet (2007); Bocquet (in press) with an estimation of the Chernobyl source by Davoine and Bocquet (2007); Bocquet (in press).

1.3. Objectives and outline

Detectability has been used to assess the performance of the IMS radionuclide network (Hourdin and Issartel, 2000; Wotawa et al., 2003, 2010; Ringbolm and Miley, 2009). A more complex criterion is a measure of the ability to interpolate activity concentrations in between the stations of the network, using geostatistical techniques (Wu and Bocquet (2011) and references therein). It has been used to assess and even design a radionuclide monitoring network (Abida et al., 2008). One step further in complexity, our goal is to evaluate the potential of the IMS radionuclide network for inverse modelling, using an objective quantitative criterion: the degrees of freedom for the signal.

In Section 2, we define the typical inverse modelling experiment that could serve the CTBT enforcement. The average quality of an inversion is rigorously defined by the degrees of freedom for the signal. We do not focus on the particular results of specific inverse modelling experiments. This was done for instance by Winiarek et al. (2011) in the same context. Instead, we focus on the average ability of inverse modelling to extract information from the measurements. A multiscale formalism is used to rigorously diagnose how the information contained in the observations should optimally be spread in regions of the world. In Section 3, the formalism is applied to the IMS radionuclide network using all influence functions of year 2009 computed by CTBTO that archives and disseminates them as so-called source-receptor sensitivity (SRS) fields. Adaptive grids that maximise the degrees of freedom for the signal are computed. By construction, they are optimal for the assimilation of observations. For a given number of grid-cells, they are numerically more efficient, and bear less aggregation errors (representativeness errors from the observation perspective) than regular grids with the same number of grid-cells. They rigorously determine the ability of the monitoring network to resolve source variables through data assimilation. Consequently, they allow to pinpoint well observed (from inverse modelling) as well as poorly observed regions of the world. They have indirect implications on the way to optimise the design of the network. The technique is also applied to the subnetwork of the stations that monitor noble gases. The difference between an Eulerian and a Lagrangian model in the design of those adaptive grids is examined, using a specific region of the globe. Conclusions are given in Section 4.

2. Methodology of data assimilation

2.1. Inverse modelling with Gaussian statistical assumptions

The source parameters are the unknown variables. Each one of them is attached to a grid-cell in a domain \( \Omega \), and to a time interval. At first, \( \Omega \) will be the globe. At the end of Section 3, \( \Omega \) will be a limited area of the globe. We assume that the domain \( \Omega \) is discretised. We shall use unprojected (lat-lon) coordinates in the
following, with \( N_m \) meridians and \( N_v - 1 \) parallels. The source vector \( \boldsymbol{\sigma} \) is defined on this grid. It has an extension in time of \( N_t \) time-steps, so that \( \boldsymbol{\sigma} \) is a vector of dimension \( N_m N_v N_t \). The radionuclide plume is observed by the monitoring network. The observations yield a measurement vector \( \boldsymbol{\mu} \) in \( \mathbb{R}^d \).

The partial differential equations that rule the physics of dispersion are usually the result of simple modelling that leads to linearity in the concentrations. Transport and physical processes, such as advection, diffusion, radioactive decay, dry deposition, and wet scavenging, can be modelled as linear processes in the concentrations. However, it should be kept in mind that this is an approximation, that rules out aging of noble gases that may migrate to the aerosol phase, or complex wet scavenging and dry deposition parameterisations.

With this linearity, and in the absence of boundary conditions, or using clean air boundary conditions which are suitable for accidental release, a source–receptor relationship between the observation vector \( \boldsymbol{\mu} \) and the source \( \boldsymbol{\sigma} \) is established. It is formalised by the Jacobian matrix \( \mathbf{H} \).

\[
\boldsymbol{\mu} = \mathbf{H} \boldsymbol{\sigma} + \boldsymbol{\epsilon},
\]

where the vector \( \boldsymbol{\epsilon} \) represents errors of all kinds: instrumental error, representativeness error, and model errors.

The simplest approach for non-parametric inverse modelling is to minimise the discrepancy

\[
\mathcal{L}(\boldsymbol{\sigma}) = \frac{1}{2} (\boldsymbol{\mu} - \mathbf{H} \boldsymbol{\sigma})^T \mathbf{R}^{-1} (\boldsymbol{\mu} - \mathbf{H} \boldsymbol{\sigma}),
\]

where \( \mathbf{R} = \text{E}[\epsilon \epsilon^T] \) is the observation error covariance matrix, which, in this ground observation context, is almost always assumed diagonal, even though transport model errors could induce some cross-correlations. Following the Bayesian paradigm of geophysical data assimilation, a background term (also called regularisation term in this inverse modelling context) should be added to the cost function Eq. (2). This term is obviously unavoidable when the number of variables to retrieve is greater than the number of observations. However, even with a larger set of observations, a regularisation may be needed because of the errors that impoverish the information content of the observations, and because of the lack of observability of some regions of the source space. It is often said that these inverse problems are ill-posed.

It was shown in Winiarek et al. (2011), that even when the location of the source is well known (anticipated in the case of Fukushima Daiichi, or with delay in the case of the Chernobyl) so that only a temporal rate profile should be retrieved, and even when the observations are abundant, a background term is still necessary in a significant fraction of the cases. In the case of Chernobyl, where the location is supposed to be known in re-analysis, Bocquet (in press) has demonstrated that a problem without a properly defined background but with much more observations than source parameters can lead to aberrant total retrieved activity for the source term.

Therefore, it is often safer to use the objective function with a regularisation term:

\[
\mathcal{L}(\boldsymbol{\sigma}) = \frac{1}{2} (\boldsymbol{\mu} - \mathbf{H} \boldsymbol{\sigma})^T \mathbf{R}^{-1} (\boldsymbol{\mu} - \mathbf{H} \boldsymbol{\sigma}) + \frac{1}{2} (\boldsymbol{\sigma} - \boldsymbol{\sigma}_b)^T \mathbf{B}^{-1} (\boldsymbol{\sigma} - \boldsymbol{\sigma}_b),
\]

where \( \boldsymbol{\sigma}_b \) is the first guess (or background), an estimation of the source before the observations are assimilated, and \( \mathbf{B} \) is the background error covariance matrix. In the context of an accidental release, it is reasonable to assume \( \sigma_b = 0 \) for the accidental source, since so little is known about it. In the case of noble gases, there could be significant diffuse natural (radon) or anthropogenic (xenon) emissions, that would have to be taken into account through an offset term in Eq. (1), or incorporated into the inverse modelling scheme. In that latter case, a non-zero diffuse background \( \sigma_b \) would be defined from their emission inventories.

Matrix \( \mathbf{B} \) is a rather well studied object in meteorological and oceangraphical data assimilation, even though its modelling is complex. In our context, \( \mathbf{B} \) is very poorly known, since it is meant to measure our ignorance on the source term before the accident or the nuclear test, which is difficult to quantify. The \( \mathbf{B} \) matrix related to noble gas with an estimated background which measures the errors in the inventory, may be better known. In the following, we are not considering such non-trivial background, and we will focus on the accidental release part. However the formalism used in this article can cope with more complex situations.

A posteriori parameter estimation techniques, such as L-curve, maximum-likelihood, generalised cross-validation (Vogel, 2002; Hansen, 2010), can efficiently help to assess the background term in an accidental context (Davoine and Bocquet, 2007; Krysta et al., 2008; Saide et al., 2011; Winiarek et al., 2012), where a single realisation of the set of observations is available (as opposed to routine pollution). However it should be clear that the errors represented by \( \mathbf{R} \) and \( \mathbf{B} \) are very difficult to assess in this context.

In the absence of any constraint such as the positivity of \( \sigma \), the best linear unbiased estimator of the source is given by the argument of the minimum of Eq. (3)

\[
\sigma_0 = \sigma_b + \mathbf{H}^T \left( \mathbf{R} + \mathbf{H} \mathbf{B} \mathbf{H}^T \right)^{-1} (\mu - \mathbf{H} \sigma_b).
\]

The uncertainty of this estimator is given by the analysis error covariance matrix

\[
\mathbf{P}_a = (\mathbf{B}^{-1} + \mathbf{H}^T \mathbf{R}^{-1} \mathbf{H})^{-1}.
\]

which is obtained as the inverse matrix of the Hessian of Eq. (3), which represents the precision matrix of the estimator. It is often equivalently rewritten as

\[
\mathbf{P}_a = \mathbf{B} - \mathbf{H}^T \left( \mathbf{R} + \mathbf{H} \mathbf{B} \mathbf{H}^T \right)^{-1} \mathbf{H}.
\]

which is to be used later.

More advanced methodologies that are able to handle the non-Gaussianity of errors, can lead to more sophisticated estimators of the \( a \) posteriori errors (see Bocquet et al. (2010) and references therein). However, second-order moments of the error distribution still provide an approximation of the posterior error statistics. In this case, \( \mathbf{P}_a \) is approximately obtained as the inverse of the Hessian of the cost function,

### 2.2. Information content and DFS

After the analysis, a scalar residual posterior uncertainty is given by \( \text{Tr} \left( \mathbf{P}_a \right) \). The reduction of uncertainty in the data assimilation process can be measured by a related quantity: \( \text{Tr}(\mathbf{I} - \mathbf{P}_a \mathbf{B}^{-1}) \), which identifies with the degrees of freedom for the signal, abbreviated DFS in the following (Rodgers, 2000). The DFS are often used in the inversion of satellite-based instrument radiances. In our context, it measures the fractional number of observations that are effectively used in the inversion to retrieve the source. Explicitly, one has

\[
\mathcal{F}_{\text{DFS}} = \text{Tr}(\mathbf{I} - \mathbf{P}_a \mathbf{B}^{-1}) = \text{Tr} \left( \mathbf{B}^{-1} - \left( \mathbf{B}^{-1} + \mathbf{H}^T \left( \mathbf{R} + \mathbf{H} \mathbf{B} \mathbf{H}^T \right)^{-1} \mathbf{H} \right)^{-1} \mathbf{H} \right).
\]

It is always lower or equal to the total number \( d \) of observations: \( 0 \leq \mathcal{F}_{\text{DFS}} \leq d \).
As explained earlier, it is difficult to specify \( \mathbf{R} \) and \( \mathbf{B} \), especially in the retrieval of sources in atmospheric dispersion. Besides these matrices are context-dependent. In the absence of significant correlations in-between observation errors, and in-between background errors, they can be both chosen proportional to the identity matrix: \( \mathbf{R} = \chi^2 \mathbf{I} \) and \( \mathbf{B} = m^2 \mathbf{I} \). Yet, \( \chi \) and especially \( m \) still need to be estimated. However, in this article, we are not interested in the precise values of \( \chi \) and \( m \). We are more interested in the degrees of freedom for the signal available for the inversion. They depend on the ratio \( \chi/m \) as can be checked on Eq. (7). To some extent, reasoning in terms of DFS circumvents the necessity to reason on \( \mathbf{R} \) and \( \mathbf{B} \).

Using the results of inverse modelling of actual dispersion problems: ETEX, Chernobyl, Algeciras, or from the results of carbon dioxide inverse modelling (Krysta and Bouquet, 2007; Krysta et al., 2008, Wu et al., 2011), we have found that the DFS usually represents 5%–15% of the total number of observation, for this kind of dispersion problem. In the following of this paper, rather than specifying \( \chi, m \), or the ratio \( \chi/m \), we shall assume that when dealing with real observations, one should expect to reach a DFS of about 10% of the total number of observations. In the future, with the reduction of model errors, this fraction of the DFS may increase. However a strong reduction of the model or representativeness errors may not necessarily lead to a strong increase of the ratio \( \rho = \text{DFS}/d \), because of the ill-posed nature of dispersion.

2.3. Multiscale data assimilation

One usually considers a regular mesh, with grid-cells of constant size in one system of coordinates, to discretise the source \( \mathbf{b} \). However, adaptive grids can also be considered to model the transport of pollutant (Constantinescu et al., 2008, or to perform source inversion (Bocquet, 2009; Bocquet et al., 2011; Bocquet and Wu, 2011). Such grids are relevant to atmospheric chemistry modelling because of the high heterogeneity of the emission fields. They are especially relevant in data assimilation for atmospheric dispersion when the observations are sparse, because the (adjoint) model can carry information from the observations in a very heterogeneous manner. We shall adopt such an adaptive grid formalism following the methodology developed in (Bocquet, 2009; Bocquet et al., 2011). Details can be found in these references, and we shall focus here on what is necessary to interpret the results.

The activity concentrations of the numerical transport model are defined on, or interpolated to, a regular grid, which is the finest available grid in the rest of this article. In the case of the CTBT problematic, the finest grid will be lat-lon, with \( N_x = 512 \) and \( N_y = 256 \). In particular the Jacobian \( \mathbf{H} \) computed with the numerical model, or possibly its adjoint, is defined in this grid. The background error covariance matrix \( \mathbf{B} \) is defined in this grid too.

One can define a restriction operator that coarse-grains a source \( \mathbf{b} \) defined in the finest grid into a coarser \( \mathbf{b}_c \) defined in an adaptive grid \( \omega \) with grid-cells of various sizes but all assembled from grid-cells of the finest regular grid. A prolongation operator refines a coarse \( \mathbf{b}_c \) defined in the adaptive grid \( \omega \) into a source \( \mathbf{b} \) defined in the finest regular grid. Coarse-graining a vector \( \mathbf{b} \) defined in the finest grid, then refining the result to project back to the finest grid does not give \( \mathbf{b} \) back, because information is lost in the coarse-graining. Rather, it gives

\[
\mathbf{b} = (\mathbf{I}_N - \Pi_{\omega}) \mathbf{b}_c + \Pi_{\omega} \mathbf{b}
\]

where \( \Pi_{\omega} \) is a projection operator that can be defined from the action of the restriction and the prolongation operators. \( N_c \) is the number of grid-cells in the finest grid, so that \( \mathbf{I}_N \) is the identity operator defined in the corresponding vector space. A Bayesian construction of the prolongation operator leads to a \( \Pi_{\omega} \), which is \( \mathbf{B} \)-symmetric:

\[
\Pi_{\omega} = \mathbf{B} \Pi_{\omega}^T \text{symmetric}
\]

In the accidental context, the assumption \( \sigma_b = 0 \) sets the constant term in Eq. (8) to zero. A schematic representation of the action of \( \Pi_{\omega} \) is drawn in Fig. 1. The errors caused only by the aggregation of grid-cells, which lead to representativeness errors in the observations, can be formally computed (Bocquet et al., 2011)

\[
\varepsilon^e_{\omega} = \mathbf{H} (\mathbf{I}_{N_c} - \Pi_{\omega}) (\sigma - \sigma_b)
\]

Performing inverse modelling in the finest regular grid yields the DFS given by Eq. (7). Bocquet et al. (2011) have shown that performing inverse modelling in the adaptive grid \( \omega \) yields the DFS

\[
\varepsilon^e_{DF S} = \text{Tr} \left( \Pi_{\omega} \mathbf{B} \mathbf{H}^T (\mathbf{R} + \mathbf{H} \mathbf{B} \mathbf{H}^T)^{-1} \mathbf{H} \right)
\]

This result assumes that representativeness errors, such as Eq. (9), are taken into account when changing resolution. The DFS can be used as a criterion to find the optimal adaptive grid given a fixed total number of grid-cells \( N \). The algorithm to perform this optimisation is described in Bocquet (2009); Bocquet et al. (2011). In the context of atmospheric dispersion with ground-based point-wise observations, an optimal adaptive grid can deliver much more DFS than a regular grid with about the same number of grid-cells. The grid is usually refined close to the observation sites. It also depends on the dispersion itself and the meteorology. The size of a grid-cell offers a rigorous measure of the resolution defined by Rodgers (2000), that is to say the capacity to resolve a variable from the observations. As opposed to using the inverse of the diagonal entries of \( \mathbf{P}_n \), this measure does not rely on any approximation. In practice, if a location is encompassed in a large (respectively small) grid-cell, little (respectively much) information will be obtained at this point from inverse modelling.

In the regime where \( \chi/m \) is high (large error limit), it is clear that the objective function Eq. (10) can be approximated by the simpler

\[
\mathcal{J}^\omega_{\text{fisher}} = \text{Tr} \left( \Pi_{\omega} \mathbf{B} \mathbf{H}^T \mathbf{R}^{-1} \mathbf{H} \right)
\]
called the Fisher criterion in Bocquet et al. (2011). Although the value of Eq. (11) can be different from that of Eq. (10), it was observed that the optimal grids obtained with the two criteria are very similar in the large $\chi/m$ limit.

Practically, for real applications, the ratio $\text{DFS}/d \approx 10\%$ corresponds to a large $\chi/m$, so that the Fisher criterion can be used in place of the DFS criterion. Moreover, in that limit it can be shown that the optimal grid is the grid that minimises the aggregation errors. Indeed, from Eq. (9), and using the $B$– symmetry of $\Pi_u$, the aggregation error covariance matrix is

$$R_{\Pi u}^c = H (I_{n_b} - \Pi_u) B H^T. \quad (12)$$

It also characterises the representativeness errors that impact the observations as a consequence of the change of scale induced by the grid-cell aggregation. As a consequence, the normalised aggregation error can be assessed by

$$\text{Tr}(R^{-1}R_{\Pi u}^c) = \text{Tr}(B^{-1}H B H^T) - \text{Tr}(B^{-1} H \Pi_u BH H^T)$$

$$= \text{Tr}(B^{-1}H^{-1}) - \text{Tr}(\Pi_u B H^{-1} B H^T)$$

$$= \mathcal{J}_{\text{fisher}} - \mathcal{J}_{\text{fisher}}. \quad (13)$$

That is why the maximisation of $\mathcal{J}_{\text{fisher}}$ entails a minimisation of the aggregation errors.

The optimal adaptive grids that result from the optimisation of these criteria were shown to be numerically efficient to perform inverse modelling (Bocquet, 2009). They have better data assimilation performance as compared to regular grids with the same number of grid-cells. Moreover, we have just shown that they entail little aggregation errors by construction. Therefore, building such grids could be used to perform inverse modelling of IMS data. However, in the following, we shall rather focus on the fact that these grids rigorously pinpoint well observed and poorly observed regions of the world for the purpose of inverse modelling.

3. Application to the IMS radionuclide network

3.1. Setup

The potential of the global IMS radionuclide network for data assimilation with an ATM is studied in this section, using the formalism recalled in Section 2. A drastically simplified version of the setup, with unrealistic physics and annual observations, was experimented in Bocquet and Wu (2011) as a proof of concept.

Among the 80 targeted stations, 79 have assigned locations, and we shall consider these 79 stations. The year 2009 is the focus of the study. As mentioned earlier, activity concentrations measurements are integrated over 24 h. Therefore, $79 \times 365 = 28,835$ observations are considered. The Comprehensive Nuclear-Test-Ban Treaty Organisation has provided us with one year of influence functions (also known as sensitivities, adjoint solutions, footprints, or plumes), attached to each one of these observations. They correspond to the rows of the Jacobian matrix $H$ built over one year. Those influence functions have been generated using the Lagrangian ATM FLEXPART (Stohl et al., 2005), version 5 (with minor modifications by the CTBTO scientists) driven by ECMWF meteorological fields at a resolution of $1^\circ \times 1^\circ$. The tracer is completely inert: only transport is considered. Hence, these influence functions represent an upper bound of how far the influence of any radionuclide can reach. The temporal extend of each influence function is 14 days, with a time step of $\Delta t = 3$ h.

Our goal is, given a fixed number of grid-cells $N$, to build the corresponding optimal adaptive grid for the IMS network. As explained in Bocquet (2009), the optimal grid can be chosen among a dictionary of adaptive grids. In this study, we shall choose the so-called dictionary of tilings: the grid-cells (tiles) are rectangles, and their zonal, meridional and even time lengths can be chosen independently. The adaptive grid in Fig. 1 is an example of a tiling.

With the multiscale formalism recalled earlier, it is possible to build a grid which is adaptive in space, but also in time (see the ETEX-I example of Bocquet (2009)). In this study we rather focus on a static grid, that would be optimal on average over the whole 2009 year. However, a simple average of $H$ over the 365 days of the year is too naive an approach. Instead, it is necessary to average over the optimality criterion, which has a non-linear dependence in $H$. In the following, we use $\mathcal{J}_{\text{DFS}}$, or its limiting case $\mathcal{J}_{\text{fisher}}$, where the non-linear dependence in $H$ is obvious.

3.2. Daily-averaged criteria

More specifically, we look for optimal adaptive grids which are invariant by time translations of 24 h, and whose grid-cell length in time is 24 h. Therefore $\Pi_u$ is invariant by translations of 24 h. The averaged criteria are

$$\mathcal{J}_{\text{DFS}} = \text{Tr}(\Pi_u (B H^{-1} + B H H^{-1} B H^T)^{-1})$$

$$= \mathcal{J}_{\text{fisher}} \quad (14)$$

$$\mathcal{J}_{\text{fisher}} = \text{Tr}(\Pi_u (B H^{-1} B H^T)^{-1})$$

(15)

The brackets $\langle \cdot \rangle$ represent the average over the 365 days of year 2009. For each one of the 365 contributions to the mean, one should identify the influence functions present in $H$ that contribute to $B H^{-1} (R + B H H^{-1} B H^T)^{-1}$, or $B H^{-1} B H^{-1}$. For each day $t$ of the year, a source variable defined in a grid-cell can be causally connected through data assimilation to any of the 79 stations. However, it is causally connected to only 14 observations, at day $t + \tau$, with $\tau = 0, \ldots, 13$, per station, through 14, 14-day-long, influence functions.

Hence, for a given day, the number of observations that are used in the computation of $B H^{-1} (R + B H H^{-1} B H^T)^{-1}$, or $B H^{-1} B H^{-1}$, is $d = 14 \times 79 = 1106$. Then, the resulting matrices are averaged over the 365 days to obtain the criterion value: $\langle \mathcal{J}_{\text{DFS}} \rangle$, and $\langle \mathcal{J}_{\text{fisher}} \rangle$. The numerical parallelised computation of the this average matrix demands a 3-day run on a 12-core Intel Xeon machine. For the DFS criterion, $d = 1106$ represents the maximum possible DFS, since the DFS criterion is now averaged over 365 days. In the rest of the article, these averaged criteria $\langle \mathcal{J}_{\text{DFS}} \rangle$, or $\langle \mathcal{J}_{\text{fisher}} \rangle$ are used to determine time-invariant optimal adaptive grids.

3.3. Dependence of the DFS in the number of grid-cells

Each optimisation is performed at a given number of grid-cells $N$. Fig. 2 shows the performance of the adaptive grids as compared to the regular grids at different resolution. The DFS criterion and the Fisher criterion are plotted as a function of the number $N$ of tiles in the grid.

As mentioned in Section 2, we assume $R = \chi I_k$ and $B = m I_k$. Choosing a priori particular values for $\chi$ and $m$ is difficult, and maybe even methodologically wrong since it was shown in Davoine and Bocquet (2007) that $m$ should be determined a posteriori in such an accidental context. Instead, we choose the values of $\chi/m$ so as to match a given $p = \text{DFS}/d$ ratio, which is more universal than the precise value of $\chi/m$. In Fig. 2(b), we consider the cases where $p \approx 10\%$, which is a good indication of the capability of current inverse modelling systems in the accidental context with ground point-wise observations. In Fig. 2(c), we consider the case $p = 90\%$, as an indication for distant future systems with very low errors.
the optimal grid and a regular grid having the same number of grid-cells is increasing with the errors (instrumental, representativeness and model errors). This gives away an increase of heterogeneity of retrievals with the errors: information cannot propagate far from the network and help resolve source variables.

The fact that the curves in Fig. 2 are monotonically increasing functions of \( N \) as been proven in Bocquet et al. (2011). However future complex inverse modelling experiments will deal with scale-dependent model error, or with models operating at different scales (Lagrangian at mesoscale and Eulerian at global scale, e.g. Rigby et al. (2011)). As a consequence the general scale-dependent error decomposes into

\[
e_{fi} = e + \epsilon_{r} + \epsilon_{m},
\]

where \( e \) is the instrumental observational error, or any unresolved error from scales and processes defined at scales smaller than the finest grid, \( \epsilon_{r} \) is the scale-covariant representativeness error determined by Eq. (12), and \( \epsilon_{m} \) stands for the (possibly scale-dependent) model error. In the absence of bias and when these errors are uncorrelated, the total error covariance matrix

\[
R_{fi} = R + R_{\epsilon} + R_{\epsilon_{m}},
\]

needs to be accounted for in the computation of the DFS. In that case, it is expected (Peylin et al., 2001; Bocquet et al., 2011) that a maximum DFS be reached which does not correspond to the finest regular grid.

In the following, the study is performed at finite \( N \), i.e. a computationally affordable number of grid-cells \( N \ll N_{fg} \), where \( N_{fg} \) is the number of grid-cells in the finest grid. Besides, the qualitative results (interpretation of the adaptive grids) will essentially be insensitive to the choice of \( N \) provided \( N_{fg} << N \ll N_{fg} \), where \( N_{fg} \) is the number of grid-cells in the coarsest regular grid (\( N_{fg} = 8 \), and \( N_{fg} = 131,072 \) in this study).

### 3.4. Interpretation of optimal grids

Typical optimal grids are displayed for \( N = 4096 \) in Fig. 3. Firstly, let us consider the optimal grid based on the Fisher criterion. As explained earlier, it is impacted by the monitoring network distribution: the mesh is refined close to the stations indicating the ability of the data assimilation system to better resolve the source variables in these areas. It is also impacted by the meteorological climatology. For instance, in the polar regions, the information remains confined within the polar cells. As a result, stations in Antarctica do not significantly help in resolving variables over the Antarctic Ocean. In this high-error limit, the mesh is especially dense close to the observations: the information cannot propagate far from the stations.

Next, consider the realistic case where DFS/d \( \approx 10\% \). Again, the grid is refined close to the observations site, but to a lesser extent. The impact of the trade winds is clear. Information is back-propagated from the tropical stations south-easterly in the South hemisphere, and north-easterly in the North hemisphere. Besides, since those winds are very directive, information cannot substantially reach the inter-tropical zone.

Finally, consider the case where model and representativeness errors are very small. The information can back-propagate much farther than in the previous cases. In particular, in the mid-latitude regions west-easterly winds (maybe jets) efficiently back-propagate the information, so that the mesh is relatively even in these regions. In the tropics, the impact of the trade winds is even more obvious. Tropical regions that are not under direct observation are poorly resolved by inverse modelling.

In moderately large wind conditions, sea and land breezes may have an influence on the local climatological winds, near the

![Fig. 2. Fisher criterion (a), and degrees of freedom for the signal (b, c) of optimal tilings and regular grids against the number of grid-cells in the representation. Upper panel (a): \( \chi(m) \) is arbitrary (just a multiplicative factor). Middle panel (b): with \( \chi(m) = 100 \). Lower panel (c): with \( \chi(m) = 1 \). The illustrations of Fig. 3 correspond to the points indicated by double circles.](image-url)
shores. A clear impact on the optimal grids is the poor observability of Africa, even though 6 stations are installed on the continent. Besides, the Harmattan, which is a trade wind, leaves station RN13, Edea, Cameroon, with a poor visibility on the continent. In general, for stations well inside the continent the impact of an observation station is more isotropic, but also more short-ranged.

3.5. Distribution of the DFS over the hemispheres and seasons

The degrees of freedom for the signal can be computed locally in the source space. To compute the DFS attached to a subset of source

<table>
<thead>
<tr>
<th>DFS</th>
<th>Whole year</th>
<th>Mar–Apr</th>
<th>Jun–Jul</th>
<th>Sep–Oct</th>
<th>Dec–Jan</th>
</tr>
</thead>
<tbody>
<tr>
<td>NH</td>
<td>66.79</td>
<td>62.4</td>
<td>64.50</td>
<td>67.15</td>
<td>73.10</td>
</tr>
<tr>
<td>SH</td>
<td>39.06</td>
<td>41.49</td>
<td>33.75</td>
<td>35.88</td>
<td>45.23</td>
</tr>
<tr>
<td>Total</td>
<td>105.9</td>
<td>104.03</td>
<td>98.25</td>
<td>103.02</td>
<td>118.33</td>
</tr>
</tbody>
</table>

Fig. 3. Optimal adaptive grids for $N = 4096$ grid-cells. Upper panel (a): from the Fisher criterion optimisation, (b): from the DFS optimisation in the realistic case $\chi^2/m = 100$. Lower panel (c): from the DFS optimisation with little error $\chi^2/m = 1$. The stations of the IMS radionuclide network are indicated by triangles.
variables, it suffices to compute the corresponding subtrace in the DFS formula Eq. (7), that is to say a partial sum of the diagonal entries. We have computed the DFS for the northern and the southern hemispheres, as well as for the seasons, as defined by the four trimesters March–April–May, June–July–August, September–October–November, December–January–February. Because the length of these periods can slightly vary, their DFS are given as a mean and are therefore comparable. The results are reported in Table 1. On average, the DFS of the northern hemisphere captures about 63% of the total DFS, which is consistent with the fact that 48 stations out of 79 are in the northern hemisphere. Because of this unbalance, some seasonal effects become evident. Indeed the northern hemisphere winter shows a stronger DFS than in the summer. This might be explained by the stronger westerlies winds in the winter, that propagate tracers (and related information) more remotely, in contrast to a more diffusive and less advective summer wind climatology.

### 3.6. Implication on the design of the network

Obviously this analysis has implications on the design of the network. The IMS radionuclide network has been evaluated and perhaps designed using detectability criteria (Wotawa et al., 2010). In the same context, other criteria could be based on the ability to map activity concentrations using the data available from the network and geostatistical techniques (Abida et al., 2008). Our criteria are based on the ability of data assimilation to retrieve source parameters. As we pointed out, it is dependent on the instrumental error, on the representativeness errors, and especially on the modelling errors. However in all circumstances, some constant features have emerged and could help in the reallocation of stations.

![Diagram](image-url)

**Fig. 4.** Degrees of freedom for the signal of optimal tilings and regular grids against the number of grid-cells in the representation, in the case of the noble gas subnetwork ($\chi/m = 100$). The illustrations of Fig. 5 correspond to the points indicated by double circles.

![Diagram](image-url)

**Fig. 5.** Optimal adaptive grids for the 39-station noble gas network, for (a): $N = 4096$ and (b): 32768 grid-cells, using $\chi/m = 100$. The 39 stations of the noble gas network are indicated by triangles.
3.7. Noble gas network

We shall perform the same study but with the noble gas network which is a subnet of the IMS network, as stated in the treaty. Among the future noble gas 40 stations, 39 stations have a designated location, while the 40th will be the currently unknown 35th station of the 80-station radionuclide network. That is why we have chosen to perform the adaptive grid optimisation on this subset of 39 stations. The list of the stations can be found on the CTBTO website (http://www.ctbto.org) and are displayed in an interactive map (http://www.ctbto.org/map). Moreover, it is assumed that the measurement length are 24-h long, while 12-h long measurements are also performed for noble gases.

We assume the same $\chi/m$ ratio as for the realistic case of the full IMS network. The total number of observations is now $39 \times 365 = 14,235$. It leads to a similar ratio $\rho = DFS/d \approx 10\%$.

The behaviour of the DFS as a function of the number of grid-cells is plotted in Fig. 4. Even though it should represent a similar case to Fig. 2(b), the shape of the DFS curve stands in between the Fig. 2(a) and Fig. 2(b) cases. The fact that only 39 stations are exploited makes the globe significantly less observable by inverse

![Fig. 6. Degrees of freedom for the signal of optimal tilings and regular grids against the number of grid-cells in the representation, in the case of the limited area models ($\chi/m = 100$). The illustrations of Fig. 7 correspond to the points emphasised by a double circle and a double square.](image)

![Fig. 7. Optimal adaptive grids in the limited area domain with $N = 16384$ grid-cells, computed from a Jacobian matrix $H$ obtained from the influence function of (a): a Lagrangian model and (b): a Eulerian model, using $\chi/m = 100$. Within this domain only 18 stations away from the borders are considered. This helps to avoid re-entries of tracer in the Eulerian case.](image)
modelling means. The information from the observations cannot reach remote areas, and this translates into a more rounded DFS curve, which makes optimal designed grids much more efficient than regular grid with the same number of grid-cells.

The optimal tilings for $N = 4096$ and $N = 32768$ are drawn in Fig. 5. The former allows a comparison with the full network case. The latter grid has a graphical interest since it underlies the poorly observed regions of the globe (clear/dark regions). In particular it is clear that the Pacific and the Intertropical Convergence Zone are much less observed than with the full network. In the projection chosen for Fig. 5, the apparent size of large cells covering high latitude regions should not be overrated due to the meridian convergence towards the poles. Specifically, the large cell over Antarctica has an area about three times smaller than the area of one of the two large grid-cells over the tropical Pacific.

### 3.8. Eulerian and Lagrangian models

As a final experiment, the inverse modelling potential of the IMS network was investigated in a limited area domain (spanning [59°W–109°E] x [25°S–69°N]), using a Lagrangian ATM (FLEXPART as used by the CBTBO, and a regional Eulerian ATM (Polyphemus/Polaris3D, Quello et al. (2007)). The limited area domain allowed us to use the regional model Polair3D, but it also allowed to significantly reduce the computational cost, since only 18 stations of the IMS radionuclide network are considered in this domain. The influence functions obtained from both models over the year 2009 simulate an almost identical inert tracer (such as xenon-133 but without decay). The magnitude of the errors chosen for the experiment corresponds to the realistic case, where DFS/d = 10%. The maximal DFS (finest grid) for the Lagrangian model is about 21, while the maximal DFS for the Eulerian model is about 25. In the present context, the comparison of these two numbers should not be interpreted as a measure of the respective merit of two inverse modelling systems. Indeed, each model should in principle be endowed with its own magnitude of model errors in $\mathbf{R}$. However, a qualitative comparison can be made with the assumption that they both carry the same errors. The DFS curves of the two systems are plotted in Fig. 6. A difference between the two types of simulation, is that since the Lagrangian influence function are computed from the global footprints, they have re-entries of tracer within the domain. To minimise the differential impact of re-entries, only 18 stations in the domain, those within an angular distance of 1° away from the boundaries, have been kept. We have checked that, on average, these re-entries do not impact the following quantitative results.

There are differences between the two sets of curves. As the number of grid-cells $N$ increases, the DFS of the Eulerian inverse modelling system increases more than those of the Lagrangian system. With the same $\mathbf{R}$ matrix, it does not imply that one system is better than the other, but that the physics of dispersion (of the tracer and the information) is somehow different. It shows that for a same $N$, the Eulerian grid is more heterogeneous than the Lagrangian grid. This means that, in the Eulerian case, the tracer extends less, leading to denser influence functions around the stations. A possible explanation is that the Eulerian approach is less accurate to resolve sub-grid scale sensitivity due to, for instance, its additional implicit numerical diffusion. This is confirmed by Fig. 7 where optimal grids with $N = 16384$ were chosen because it emphasises by contrast the poorly observed areas. It clearly shows that the Lagrangian grid is less dense around the stations and extend farther. But it also gives away sampling issues for the Lagrangian grid. By comparison of the two optimal grids, it is clear that the Eulerian grid is more converged than the Lagrangian grid. We believe this is due to the fact that with $560 \times 10^6$ particles, a Lagrangian influence function may sample very well branches of the plume (better than the Eulerian model would do), but misses other possible branches of the plume. Hence, on the one hand, the Lagrangian inverse modelling system (with a limited number of particles) may capture information better than the Eulerian system does. Yet, insufficient number of particles can make the Lagrangian model suffer from the undersampling issue. This can be mitigated by empirical tests to include more particles for Lagrangian simulations (extended computational load though).

### 4. Conclusion

The potential of the International Monitoring System (IMS) radionuclide network has been evaluated for the inverse modelling of radionuclide releases: e.g. a nuclear explosion test or nuclear accidents like Chernobyl or Fukushima Daiichi, or the inverse modelling of the diffuse sources of xenon radio-isotopes. We have proposed an evaluation methodology accounting for the performance of the inversion (or data assimilation) system. This methodology differs from the detection capability approach and the geostatistics approach in that: i) the degrees of freedom for the signal (DFS) is chosen to be the criterion that assesses the information gain from the observations to the whole domain through inversion; ii) optimal multiscale adaptive grids of sources are constructed by maximising the DFS criterion; and iii) the radionuclide network is evaluated by the spatial distribution of the grid-cells of the optimal adaptive grids.

For optimal grids, the inverse of the size of a grid-cell measures the resolution defined as the capacity to locally resolve the source by the inversion system. Therefore the dense mesh indicates the regions where the source variables are well resolved. By contrast, for sparse mesh, the over-aggregations of the regular grid-cells at finer scale result in high uncertainties of inverted sources. Note that one type (Fisher criterion) of optimal grids yields grids with the least aggregation errors, or correspondingly to the least representativeness errors in the assimilated observations. We have constructed global optimal grids with the IMS radionuclide network for its evaluation. The influence functions, which relate the observations with the sources, were generated using the Lagrangian transport model FLEXPART driven by ECMWF meteorological fields at a resolution of $1^\circ \times 1^\circ$ over the 365 days of year 2009. The ratio $\rho$ between the DFS and the total number of observations was used to control different error levels in the inversion, i.e. the error of a priori sources and the observational error that encapsulates the instrumental error, the representativeness error and the transport model error.

Grid optimisations have been performed for three cases with $\rho = 0$ (very large observational error), $\rho = 10\%$ (realistic observational error), and $\rho = 90\%$ (accurate transport) respectively. Some stable spatial patterns have emerged in the optimal grids with these different settings. In all cases, the trade winds carry information towards the Intertropical Convergence Zone along straight paths, leaving large unobserved areas in the tropics. For realistic observational errors, there are still many areas away from the information propagation path, e.g. the African continent.

When accurate atmospheric transport representation is assumed, the optimal grids become more uniformly distributed, especially for the mid-latitude regions where westerlies winds prevail. Such coverage is desirable. However, we do not believe current state-of-the-art ATM can reach that accuracy level. Moreover, even with high accuracy and a good coverage of the globe on average, the tropics will remain difficult to probe with inverse modelling.
The results obtained in this study can also serve as a basis for reallocation or installation of stations using the size of the adaptive grid-cells as an indication. It would be interesting to compare the results of this approach with the results based on the detectability criterion.
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