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Abstract

The e�ects of two gas-phasechemical kinetic mechanisms, Regional Atmospheric Chemistry
Mechanismversion2 (RACM2) and Carbon-Bond 05 (CB05), and two secondaryorganicaerosol
(SOA) modules, the SecondaryOrganic Aerosoi Model (SORGAM) and AER/ EPRI/Ca ltech
model (AEC), on � ne (aerodynamic diameter � 2.5 � m) particulate matter (PM2.5) formation
is studied. The major sourcesof uncertainty in the chemistry of SOA formation are investigated.
The use of all major SOA precursorsand the treatment of SOA oligomerization are found to
be the most important factors for SOA formation, leading to 66% and 60% more SOA, respec-
tiv ely. The explicit representation of high-NOx and low-NOx gas-phasechemical regimesis also
important with increasesin SOA of 30�120% depending on the approach usedto implement the
distinct SOA yields within the gas-phasechemical kinetic mechanism; further work is neededto
develop gas-phasemechanisms that are fully compatible with SOA formation algorithms. The
treatment of isopreneSOA as hydrophobic or hydrophili c leadsto a signi�ca nt di� erence,with
more SOA being formed in the latter case. The activit y coe�cien ts may also be a major source
of uncertainty, as they may di�er signi�cantly between atmospheric particles, which contain a
myriad of SOA, primary organic aerosol (POA), and inorganic aerosol species,and particles
formed in a smogchamber from a singleprecursorunder dry conditions. Signi�cant interactions
exist betweenthe uncertainties of the gas-phasechemistry and those of the SOA module.

A.1 In tro duction

Modeling air quality requires a complexsystem,which includesalgorithms to simulate transport
processes,a chemical kinetic mechanism, and an aerosolmodule. Various gas-phasemechanisms
arecurrently available to simulate ozoneformation and several aerosol modules arealsoavailable
to simulate the evolution of particulate matter (PM) chemical composition and sizedistribution.
A few studies have been conducted to investigate the e�ect of the gasphase chemical kinetic
mechanism [Luecken, 2008;Sarwar et al., 2008]or the e�ect of the aerosolmodule [Pun et al.,
2003; Morris et al., 2006; Bailey et al., 2007] on secondaryPM formation. The objective of
this work is to evaluate the di�erences in �ne (aerodynamic diameter � 2.5� m) PM (PM 2:5)
concentrations that result from the useof two di�eren t chemicalmechanismsand PM2:5 modules,
with a special emphasison identifying the major sourcesof uncertainties for secondaryorganic
aerosol(SOA) formation. First, the models used in this study are brie�y described and model
performanceevaluation against observations from routine monitoring networks is summarized.
Then, PM2:5 concentrations simulated using two di�eren t gas-phasechemical mechanisms and
two secondaryorganic aerosol modules are compared. In particular, we investigate whether
the uncertainties associated with those two distinct typesof modules (gas-phasechemistry and
secondaryaerosol formation) are additiv e or whether their combination is nonlinear.

A.2 Description of the models

The air quality model usedin this work is the threedimensional(3D) Eulerian chemical-transport
model POLAIR3D of the Polyphemus modeling platform [Sartelet et al., 2007; Mallet et al.,
2007].

Two recent gas-phasemechanisms are used in the following simulations: the Carbon-Bond
05 mechanism (CB05) [Sarwar et al., 2008] and the Regional Atmospheric Chemistry Mecha-
nism version 2 (RACM2) [Goli� and Stockwell , 2008]. The former is basedon the carbon-bond
formulation to represent organic chemistry, whereas the latter usesa surrogate moleculerepre-
sentation. Somedi�ere ncesalso exist in the selectionand kinetics of someinorganic reactions,
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Table A.1: Major characteristics of the SORGAM and AEC SOA modules.

Characteristics SORGAM AEC

Precursors
Aromatics, long-chain alkanes, long-
chain alkenes,monoterpenes

Aromatics, long-chain alkanes, long-
chain alkenes, isoprene,monoterpenes,
sesquiterpenes

SOA species
Two surrogatesper precursor and oxi-
dation pathway

Surrogatemolecularspeciesselectedac-
cording to physicochemical properties

Gas/particle parti-
tioning

Absorption into an hydrophobic organic
phase

Absorption of hydrophobic SOA into
an organic phaseand absorption of hy-
drophilic SOA into an aqueousphase

Non-ideality of the
particulate phase

Assumedconstant and identical to that
implicitly assumedin the gas/particle
partitioning from the smogchamber ex-
periments

Calculated via activit y coe�cien ts

Gas-phase chem-
istry

SOA yields for the �rst oxidation step
with high-NOx conditions

SOA yields from various oxidation
stepswith both high-NOx and low-NOx

pathways
Particulate-phase
chemistry

None Oligomerization as a function of pH

as discussedby Kim et al. [2009]. For PM2:5 formation, the ISORROPIA module [Neneset al.,
1999], version 1.7, is used for inorganic species. For SOA formation, two distinct modules are
used: the SORGAM module [Schell et al., 2001],which usesthe two-compound Odum approach
[Odum et al., 1996b], and the AEC module [Pun et al., 2006;Debry et al., 2007b],which sim-
ulates both hydrophilic and hydrophobic organic aerosols.The two-compound Odum approach
consistsin using two surrogateSOA compoundsto represent SOA formation from a givenprecur-
sor and the �rst step of oxidation (e.g., oxidation by the hydroxyl radical, ozone,or the nitrate
radical). The stoichiometric coe�cien t and gas/particle partitioning coe�cien t of each surro-
gate SOA compound are estimated by �tting this empirical model to smog chamber data [Odum
et al., 1996b]. The treatment of gas/particle partitionin g assumesthat the SOA compounds
absorb into a hydrophobic organic particle. This two-compound Odum approach is currently
usedin many air quality modelssuch as the Communit y Multiscale Air Qualit y (CMA Q) model
[Carlton et al., 2010a],the Comprehensive Air quality Model with extensions(CAMx) [Gaydos
et al., 2007], the Weather Research & Forecast model with Chemistry (WRF / Chem) [Zhang
et al., 2010a], the European Monitoring and Evaluation Programme (EMEP) model [Simpson
et al., 2007], the European Air pollution and Dispersion (EURAD) model [Schell et al., 2001],
and POLAIR3D/P olyphemus [Sartelet et al., 2007]. The AEC hydrophobic/hydrophilic SOA
approach is used in several models such as CMAQ [Zhang et al., 2004], WRF/Chem [Zhang
et al., 2010a], POLAIR3D/P olyphemus [Debry et al., 2007b], and CHIMERE [Bessagnetet al.,
2008]. Thus, as for the gas-phasechemistry, two operational formulations for SOA formation
are considered.SORGAM represents a standard SOA formulation with hydrophobic absorption
of SOA into organic particles, whereasAEC includes a more complete set of physicochemical
processesfor SOA formation. In particular, AEC treats hydrophilic SOA in addition to hy-
drophobic SOA and it accounts for the variable nonideality of particles via the calculation of
activit y coe�cien ts; in addition, the AEC versionused heredistinguishesbetweenhigh-NOx and
low-NOx regimesfor SOA yields, it includesmore SOA precursors(isopreneand sesquiterpenes)
than SORGAM, and it treats pH-dependent oligomerization processes.Table A.1 summarizes
the main characteristics of thesetwo SOA modules.

Kim et al. [2009] presented a detailed discussionof the results of an application of the air
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(d) [PM 2:5 ]AE C - [PM 2:5 ]S O R GAM )/[PM 2:5 ]AE C

Figure A.1: PM2:5 concentrations (� g/m 3) over Europe simulated with AEC and SORGAM for
SOA formation and RACM2 for gas-phasechemistry. Resultsareaveragedover the 1-month sim-
ulation of 15 July to 15 August 2001: (a) [PM2:5]AE C (top left); (b) [PM2:5]SORGAM (top right);
(c) [PM2:5]AE C - [PM2:5]SORGAM (bottom left); (d) ([PM 2:5]AE C - [PM2:5]SORGAM )/[PM 2:5]AE C

(bottom right)

quality model with CB05 and RACM2 to Europefor the period 15July to 15August 2001. Model
performanceevaluation for hourly ozone(O3) concentrations shows mean normalized error and
bias of 23% and 9% for RACM2 and 21% and 4% for CB05, normalized mean error and bias of
43%and 30%for RACM2 and 39%and 25%for CB05, and meanfractional error and biasof 22%
and 5% for RACM2 and 21%and 0% for CB05 (a threshold of 60 ppb wasusedfor the observed
hourly O3 concentrations). This model performance is satisfactory compared to guidelines of
mean normalized error and bias lessthan or equal to 35% and 15%, respectively [Russell and
Dennis, 2000]. Averagedi�erences in O3 concentrations betweenCB05 and RACM2 are on the
order of 3 ppb, that is, about 5%. Maximum di�erences are 6 ppb (9%). It was concluded
that both inorganic and organic chemistry contributed to di�erences betweenthe mechanisms.
Formation of inorganic PM is identical in thosetwo simulations and di�erences are due solely to
the SOA formation modules. When using RACM2, the PM2:5 meanfractional error and bias are
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41% and -4% with AEC and 45% and -16% for SORGAM, respectively; the normalized mean
error and bias are 38% and 2% with AEC and 40% and -8% for SORGAM, respectively. When
using CB05, the PM2:5 meanfractional error and bias are 37%and -4% with AEC and 47%and
-22%for SORGAM, respectively; the normalizedmeanerror and bias are36%and 1%with AEC
and 44% and -15% for SORGAM, respectively. Thesevaluesare within the performancegoals
recommendedby Boylan and Russell [2006]. Model performanceis comparable for the inorganic
components and the di�erences in model performanceare due to the particulate organic fraction
(no particulate organic carbon measurements are available from the EMEP monitoring network
for the period consideredhere). Therefore, model performance is satisfactory for PM2:5 with
both gas-phasechemical mechanismsand both SOA modules and commensuratewith those of
other models for atmospheric PM [Russell , 2008].

A.3 Sensitivit y of PM concentrations to the aerosol module

The sensitivity of PM concentrations is �rst investigated with respect to the aerosolmodule.
The molecule-basedformulati on of RACM2 is more conducive to detailed interactions between
gas-phasechemistry and SOA formation than the carbon-bond formulation of CB05; therefore,
RACM2 is usedhere for the gas-phasechemistry.

Figure A.1 presents the PM2:5 concentrations simulated with AEC and SORGAM over Eu-
rope, as well as the di�erences between the two model simulations. Overall, more PM2:5 is
formed with AEC than with SORGAM. Thi s result is due to the fact that more SOA formation
processesare included in AEC (seeTable A.1). Di�erences are signi�cant; they reach 6-7 � g/m 3

in parts of northern Italy , southwesternFrance,northern Spain, and North Afri ca and are in the
rangeof 3-6 � g/m 3 in southernSweden(the Europeanregulation is 20 � g/m 3 for annual concen-
trations). Relative di�erences follow a similar spatial pattern with di�erences up to 40% (with
respect to the AEC simulation) in southern Sweden,southwestern France, and Austria. These
results highlight that uncertainties in PM formation greatly exceedthose in ozonegas-phase
chemistry, which is consistent with earlier �ndings [Pun et al., 2003; Bailey et al., 2007].
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BecauseSORGAM and AEC represent two ends of a spectrum of SOA models, it is of
particular interest to investigate which of the structural di�erences that distinguish SORGAM
from AEC contribute the most to the di�erences in simulated SOA concentrations: number
of SOA precursors, treatment of high- versuslow-NOx regimes,treatment of hydrophilic SOA,
treatment of the variabilit y of activit y coe�cien ts, or treatment of oligomerization. To that
end, we conducted a seriesof simulati ons with SORGAM and AEC that involve modi�c ations
to the SOA modules to represent these various structural modi�cations. In addition to these
structural changes, the in�uen ce of the enthalpies of vaporization on SOA concentrations was
also investigated. Table A.2 presents the characteristics of the SOA modules used in those
sensitivity simulations.

Figures A.2 and A.3 present the SOA concentrations averagedover the 1-month simulation
period for each of the eight simulations. Di�erences betweena model simulation and the simula-
tion of the nearest model in terms of formulation arealsopresented. Overall, SOA concentrations
increaseas the SOA module evolvesfrom SORGAM (the simplest mechanistic representation of
SOA formation) to AEC (the most complete representation of SOA formation processes).The
results are discussedin detail below.

The values of the enthalpies of vaporization for the equilibrium calculations of SOA have
been shown to have somee�ects on averageSOA concentrations [Zhang et al., 2007b] as well
as on their diurnal patterns [Pun and Seigneur, 2008]. Accordingly, we replaced the original
enthalpies of vaporizati on of SORGAM (156 kJ/mol for all SOA) by a value of 88 kJ/mol,
which better re�ects the more recent values used in AEC, as shown in Table A.2 (SORGAM-
� H). The di� erencein SOA concentrations averagedover the entire domain is low (0.01 � g/m 3)
becausethereareboth positiveand negativedi�erences in variousparts of the domain depending
on temperature. In areaswith the lower temperatures (the Alps, the PyreneanMountains, and
Sweden), the decreasein the enthalpies of vaporization leadsto a decreasein SOA concentrations
by as much as 0.5 � g/m 3 becausethe experimental data usedin the SOA model were obtained
at greater temperatures than those modeled in those areas and the temperature correction,
which leads to greater SOA concentrations as the temperature decreases,is less for a smaller
value of the enthalpy of vaporization. For the other areaswhere the temperatures are higher,
the opposite e�ect is obtained. The lower enthalpy of vaporization used in SORGAM- � H
leads to lessdisplacement of the gas/particle equilibrium toward the gas phaseand the SOA
concentrations are consequently greater than in SORGAM by up to 0.2 � g/m 3.

Adding some representation of the NOx regime for SOA formation (SORGAM-N Ox ) has
somee�ects becauseSOA formation is more important for aromatics and monoterpenes(which
are major SOA precursorsin SORGAM) under low-NOx conditions than under high-NOx con-
ditions according to the smog chamber results of Ng et al. [2007a,b]. Here the stoichiometric
coe�cien ts and parti tioning coe�cien ts of Ng et al. [2007a,b]wereusedfor the low-NOx regime.
Becausemost SOA formation at the regional scaleoccursunder low-NOx conditions, SOA yields
increasewhen one allows the mechanism to treat both high- and low-NOx regimes. The e�ect
depends, however, on how the low-NOx versushigh-NOx regimesare implemented in the gas-
phasechemical kinetic mechanism. On one hand, if one simply usesthe low-NOx regime SOA
yields in the �rst oxidation step of the precursorspecies(for both aromatics and monoterpenes),
thereby neglecting the occurrenceof the high-NOx regimefor SOA formation, the di�erences in
SOA concentrations are signi�cant: they reach 2 � g/m 3 in northern Italy and are about 0.35
� g/m 3 on average over the entire domain (not shown). On the other hand, if one implements
the high-NOx and low-NOx SOA yields in later oxidati on steps corresponding to reactions of
precursor oxidation products with nitrogenous speciesand peroxyl radicals, respectively, but
for aromatics only (becauseof insu�cien t information for monoterpenes), the di�erences are
smaller, becausethe overall SOA yields include a combination of all oxidation routes and the
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Figure A.2: Simulations of PM 2:5 SOA (� g/m 3) over Europe wit h RACM2 for gas-phase chemistry and

distinct SORGAM modules for SOA formation: (a) SORGAM (�rst row); (b) SORGAM- � H (second row left);

(c) [SORGAM- � - SORGAM] (second row right) ; (d) SORGAM-NO x (third row left); (e) [SORGAM-NO x

- SORGAM- � H] (t hird row right); (f ) SORGAM-bio (fourt h row left); (g) [SORGAM-bio - SORGAM-NO x ]

(fourth row right); (h) Super-SORGAM (�fth row left); (i) [Super-SORGAM - SORGAM-bio] (�fth row right).
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(c) AEC-no-oligo
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(e) AEC

Figure A.3: Simulations of PM2:5 SOA (� g/m 3) over Europe with RACM2 for gas-phasechem-
istry and distinct AEC modulesfor SOA formation: (a) Min i-AEC (�rst row left); (b) [Mini- AEC
- AEC-no-oligo] (�rst row right); (c) AEC-no-oligo (secondrow left); (d) [AEC-no-oligo - AEC]
(secondrow right); and (e) AEC (third row).
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low-NOx regime is not treated for monoterpenes.Then, as shown in Figure A.2, the di�erences
in SOA concentrations reach 1.4 � g/m 3 in Sweden, southwestern France, and North Africa and
approach 1 � g/m 3 in northern Italy; they are, however, only 0.08 � g/m 3 on average. Thesetwo
results underscorethe importance of treating the e�ect of the NOx regimewith su�cien t detail
in the gas-phasemechanism and further work is neededto develop gas-phasechemical kinetic
mechanismsthat can better integrate the dependencyof SOA yields on NOx regimes.

Adding isopreneand sesquiterpenesas precursorsof SOA also increasesthe SOA concentra-
tions (SORGAM-bio). The e�ect of NOx regimesis also included in this simulation. However,
SOA formation from sesquiterpenesis assumedto be lower under low-NOx conditions than under
high-NOx conditions following Ng et al. [2007a].For isoprene, no NOx dependencyis considered
here, following Zhang et al. [2007b]. The enthalpy of vaporizati on usedby Zhang et al. [2007b]
was usedfor isopreneSOA; this value is in good agreement with the more recent experimental
valuesof Kleindienst et al. [2009]. The enthalpy of vaporization usedby Pun et al. [2006]was
usedfor sesquiterpeneSOA. Most of the increasein SOA concentrations is due to isopreneox-
idation rather than sesquiterpene oxidation [Debry et al., 2007b]. The largest increasesoccur
in the lower latitudes where temperature and solar radiation are greater and, therefore, where
isopreneemissionsare higher. The SOA concentration increasereaches1.4 � g/m 3 in the eastern
part of the domain and is 0.25 � g/m 3 on averageover the entire domain.

SOA formed from isoprene oxidation are believed to be hydrophilic and, therefore, may
absorb into aqueousparticles rather than into hydrophobic organic particles [Pun, 2008]. The
a�nit y of those SOA compounds for aqueousparticles is signi�cantl y larger than for organic
particles, which could lead to greater SOA formation under humid conditions; for example,
Pun [2008] calculated that SOA concentrations due to isoprene oxidation could be up to 5
times greater under humid conditions than under dry conditions. To account for this process,
a simple parameterization is incorporated in the version of SORGAM, which already includes
NOx regimesand all terpeneprecursors.This parameterization accounts for a linear increasein
isopreneSOA formation as a function of relative humidit y (RH) (Super-SORGAM): K i (RH) =
K i (RH = 0) (1 + 4 RH), where K i , i = 1, 2, are the partitioning constants of the two isoprene
SOA speciesand RH is expressedas a fraction (i.e., RH = 1 at 100% relative humidit y). This
parameterization leads to about 5 times more isoprene formation at 100% relative humidit y
than at 0% relative humidit y, following the simulation results of Pun [2008]. The result shows
an increasein SOA concentrations in regionswhereSOA formation from isopreneis signi�cant,
that is, mostly near the Mediterranean Sea. They reach 0.5-0.8 � g/m 3 in northern Italy and
northern Spain, where SOA concentrations are in the 2-3 � g/m 3 range. They are lessthan 0.1
� g/m 3 in northern Europe, where SORGAM-NO x SOA concentrations are mostly lessthan 2
� g/m 3.

AEC was simpli�ed to obtain a version that closely resembles the formulation of Super-
SORGAM, hereafter referred to as Mini-AEC. In that version, the activit y coe�cien ts are set
to one (i.e., assuming ideal solutions) and oligomerization of SOA in the particulate phase is
not simulated. The e�ect of activit y coe�cien ts set to one(ideal organic and aqueoussolutions)
for particulate SOA leads to a decreasein SOA concentrations of about 10% on average(0.08
� g/m 3). This relatively small e�ect, for example, comparedto the di� erencereported by Pun
[2008]is due in part to compensatinge�ects for hydrophobic parti clesand aqueousparticles. In
someareas,the e�ect can be signi�cant with the largest di�erences (> 0.5 � g/m 3) occurring in
southern Sweden,southwestern France, Corsica, and North Africa.

The two other versionsof AEC usedhere include one where only oligomerization [Pun and
Seigneur, 2007] is not taken into account but the activit y coe�cien ts are calculated (referred
to as AEC-no-oligo), and the base AEC con�guration where all processesare simulated (see
Table A.1).
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(d) [PM 2:5 ]R AC M 2;S O R GAM - [PM 2:5 ]C B 05;S O R GAM

Figure A.4: Di�ere ncesin PM2:5 concentrations (� g/m 3) over Europe simulated with RACM2
and CB05 for gas-phasechemistry and with AEC and SORGAM for SOA formation. Results
are averagedover the one-month simulation of 15 July to 15 August 2001: (a) [PM2:5]CB 05;AE C

- [PM2:5]CB 05;SORGAM (top left); (b) [PM2:5]RAC M 2;AE C - [PM2:5]RAC M 2;SORGAM (top
right); (c) [PM2:5]RAC M 2;AE C - [PM2:5]CB 05;AE C (bottom left); (d) [PM2:5]RAC M 2;SORGAM -
[PM2:5]CB 05;SORGAM (bottom right).

Neglecting oligomerization has a signi�cant e�ect with an averagedecreaseof 0.57 � g/m 3

in SOA concentrations over the entire domain. The largest decrease occurs in North Africa (up
to 8 � g/m 3). Decreasesin southwestern France and Austria are up to 5 � g/m 3. Signi�c ant
increasesare also obtained over southern Sweden. These regions have signi�cant emissionsof
monoterpenes,which are precursorsof the aldehyde SOA surrogate speciesthat is subject to
oligomerization in AEC.
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A.4 Join t sensitivit y of PM concentrations to the gas-phase chem-
istry and aerosol module

The joint sensitivity of PM concentrations to di� erent treatments of both gas-phasechemistry
and SOA formation is investigated. In particular, we evaluate whether the e�ects of gas-phase
chemistry and SOA formati on are simply additiv e or whether synergistic or antagonistic e�ects
are signi�cant. Figure A.4 presents the di�erences in PM2:5 concentrations averagedover the 1-
month simulation obtained with the four possiblecombinations of gasphasechemistry (RACM2
and CB05) and SOA modules (SORGAM and AEC).

The e�ect of the gas-phasechemical mechanism di�ers depending on which aerosolmodule
is used. With both aerosolmodules, the averagePM2:5 concentration is greater with RACM2
than with CB05: when SORGAM is used, the di�erence in PM2:5 concentrations is 6% on
average;it is 3% on averagewhen AEC is used. Thesedi�erences are commensuratewith the
5% di�erence obtained for ozoneconcentrations betweenCB05 and RACM2 [Kim et al., 2009];
however, the PM2:5 di�erences result from compensating di�erences in inorganic and organic
PM2:5 concentrations. Secondaryinorganic aerosolconcentrations are greater on averagewith
RACM2 than with CB05 by about 14%. On the other hand, SOA concentrations are greater
with CB05 than with RACM2. The di�erence is only 3% with SORGAM, but it is 20% on
averagewith AEC. This larger di�erence obtained with AEC is due in part to the fact that
AEC takes into account the in�uence of the NOx regime on SOA formation explicitly . At low
NOx concentrations, the formation of organic peroxide SOA is favored, whereas at high NOx

concentrations, the formation of other condensable products such as organic nitrates is favored.
Becausethe SOA yields di�er for thosedistinct SOA species,the gas-phasechemical mechanism
has a strong in�uence on the SOA formation rate, particularly in the transition regimebetween
high-NOx and low-NOx regimes(i.e., as the air mass is transported, for example, from an urban
area to a remote location). CB05 switchesmore rapidly from a high-NOx regime to a low-NOx

regime than RACM2, as documented by a map of HO2/NO concentration ratios (not shown),
which are greater with CB05 than with RACM2. As a result, CB05 is more conducive to SOA
formation than RACM2.

This result demonstrates that the formation of SOA is very closely tied to the gas-phase
chemical kinetic mechanism becausethe types of SOA formed and, therefore, the SOA yields
di�er in low-NOx versushigh-NOx regimes. Consequently , uncertainties in the gas-phasechem-
istry and the aerosolmodule should not be treated separatelybut jointly .

A.5 Conclusion

The gas-phasechemical mechanism and aerosolmodule usedin air quality models are shown to
in�uence the simulated ozoneand PM concentrations. Di�erences in SOA formation resulting
from the useof di�eren t modulesare more signi�cant than thosedue to gas-phasechemistry and
can be up to about 65%. The major sourcesof thosedi�erences include the following: the list of
VOC included as VOC precursors (+66%, particularly isoprene,+44%), the explicit treatment
of high-NOx and low-NOx regimesin the gas-phasechemistry leading to SOA (+ 32%to +122%
depending on the implementation withi n the gas-phasechemical mechanism), and the treatment
of oligomerization (+60%). Further work is neededto develop gas-phasechemical kinetic mech-
anismsthat can explicitly account for di�eren t SOA yields depending on the oxidation pathways
for high-NOx (e.g., organonitrate formation) and low-NOx (e.g., peroxide formation) regimes.

The enthalpiesof vaporization havea small e�ect on average(4%) but may havean important
e�ect locally with lower values leading to lessSOA in regionswith low temperature and more
SOA in regionswith high temperature.
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The treatment of activit y coe�cien ts in the particul ate phasehas a small e�ect on average
(+9%); however, the e�ect can be signi�cant in some areas. Furthermore, the values of the
activit y coe�cien ts may di�er signi�ca ntly betweentheir implicit value in SORGAM and their
calculated values in AEC becausethe activit y coe�cien ts of an SOA compound may di�er
signi�cantl y between their values in a smog chamber experiment with only one precursor and
ammonium sulfate seedparticles under dry conditions and the atmospherewhere a myriad of
SOA and POA speciesinteract with inorganic salts and water.

The treatment of isopreneSOA (hydrophobic in SORGAM and hydrophilic in AEC) has a
signi�cant e�ect on SOA concentrati ons: 0.15� g/m 3 of isopreneSOA is formed with SORGAM,
whereas0.34 � g/m 3 is formed with AEC. This result is consistent with that obtained by Pun
[2008], who found a large increasein SOA concentration when hydrophilic SOA condensedin
an aqueousphase. However, the two models di�e r becauseAEC includes interacti ons among
SOA and inorganic salts in the aqueousphase,whereasthe model of Pun [2008]only considered
SOA in the aqueousphase. Further investigations appear warranted to better characterize the
e�ect of an atmospheric aqueousparticulate phaseon isopreneSOA. Aqueous-phaseformation
of SOA specieswas not consideredhere; it could be a signi�cant factor [Pun et al., 2000;Lim
et al., 2005;Carlton et al., 2008;Ervens et al., 2008;El Haddadet al., 2009;Deguillaume et al.,
2009]and should be investigated in future work.

The uncertainties due to the gas-phasechemistry and to the aerosolmodule are not addi-
tiv e and somestrong nonlinearities occur for PM concentrations. In this study, one gas-phase
chemical mechanism led to greater secondaryinorganic aerosolformation, but to lesssecondary
organicaerosolformation due to the intricate interactions betweenthe gas-phasemechanismand
secondaryaerosolformation processes.Theseresults have implications for air quality modeling
in general,asthey highlight which processesappear to be the most important for SOA modeling
and the uncertainties associated with neglectingor parameterizing those processes.
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Abstract

This study aims to comparethe relative impact of biogenicemissionson ozone(O3) and partic-
ulate matter (PM) concentrations between North America (NA) and Europe. The simulations
are conducted with the Polyphemus air quality modeling system over July and August 2006.
Prior to the sensitivity study on the impact of biogenic emissionson air qualit y, the modeling
results are comparedto observational data, as well as to the concentrations obtained by other
modeling teams of the Air Qualit y Model Evaluati on International Initiativ e (AQMEI I) study.

Over Europe, three distinct emission inventories are used. Model performance is satisfac-
tory for O3, PM10 and PM2:5 with all inventories with respect to the criteria described in the
literature. Furthermore, the rmse and errors are lower than the average rmse and errors of
the AQMEI I simulations. Over North America, the model performance satis�es the criteria
described in the literature for O3, PM10 and PM2:5. Polyphemus results are within the range
of the AQMEI I model results. Although the rmse and errors are higher than the averageof the
AQMEI I simulations for O3, they are lower for PM10 and PM2:5.

The impact of biogenicand anthropogenicemissionson O3 and PM concentrations is studied
by removing alternativ ely biogenic and anthropogenicemissionsin distinct simulations. Because
biogenic speciesinteract strongly with NOx , the impact of biogenic emissionson O3 concentra-
tions varies with variations of the Volatile Organic Compound (VOC)/NO x ratio. This impact
is larger over NA than Europe. O3 decreasesby 10-11%in averageover Europe and 20% over
NA. Locally, the relative impact is also higher in NA (60% maximum) than in Europe (35%
maximum). O3 decreasesnear large urban centers where biogenic emissionsare large (e.g., Los
Angeles,Chicago, Houston in NA, Milan in Europe).

Most of secondaryorganic aerosols(SOA) formed at the continental scaleover Europe and
NA are biogenic aerosols. Eliminating biogenic emissionsreducesSOA by 72% to 88% over
Europe and by 90% over NA. However, biogenic SOA are not only impacted by biogenic but
also by anthropogenicemissions:eliminating all anthropogenicemissionsa�ects oxidant levels
and the absorbing carbon mass,reducing the formation of SOA by 15 to 16% over Europe and
by about 10% over NA; Furthermore, locally, the reduction may be as large as 50%, especially
over large urban centers in Europe and NA.

B.1 In tro duction

Ozone (O3) and particulate matter (PM) concentrations are believed to contribute to adverse
health e�ects [Ostro and Chestnut, 1998] and climate change [Yu et al., 2006]. Emissions of
volatile organic compounds (VOC) and nitrogen oxides (NOx) a�ect both O3 and PM concen-
trations. Emissions are from di�eren t origins: anthropogenic, biogenic, marine, natural and
re-suspendeddust and biomass burning. Biogenic VOC (BV OC) emissionsare highest in sum-
mer [e.g. Guenther et al., 1995; Steinbrecher et al., 2009]. During the summer heat wave of
2006,O3 concentrations frequently exceededair quality standards over Europe [Struzewskaand
Kaminski , 2008]. The year 2006was also the second-hottestyear in North America (NA) since
the mid 1900s.As BVOC emissionsdependon light and temperature, their impact on air quality
during the summer 2006may be high. Becauseprecursor emissionregulations can only target
anthropogenicemissions,high biogenicemissionsarenot controllable and it is essential to under-
stand how they may increasedi�culties in meeting air quality standards via their interacti ons
with anthropogenicspecies.

Over Europe, Curci et al. [2009]showed that for the years1997,2000,2001and 2003,BVOC
emissionsincreasedsummer daily O3 maxima by 5% on average. They also found that the
averageimpact is higher during the hot summer of 2003than during the other cooler summers.
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Over the northeasternUnited States,Pun et al. [2002b]estimatedthe contribution of biogenic
emissionsto O3 and PM2:5 for a few days in July 1995. They showed that the contribu tion to
O3 was lower than 23%. The contribution to PM2:5 was low (4 to 13%). Pun et al. [2002b]
argued that it is becauseof the long life-time of PM2:5, and the relatively short time period
and small spatial domain of the simulations. In their simulations, biogenic secondaryorganic
aerosols(SOA) only contributed to a small fraction of PM2:5 and isopreneSOA wasnot modeled.
Mueller and Mallard [2011]studied the relative contributions of natural to total emissionsover
the United States. They found that biogenicemissionswere the primary sourceof �ne particles
in all parts of the country. For the easternUnited States, Hogrefe et al. [2011] found that the
impact of uncertainties in biogenic estimates from two models on O3 and PM2:5 is signi�cant.
Koo et al. [2011] studied the impact of natural emissionson anthropogenic emission control
strategies,and found substantial uncertainties in current representation of natural sources,such
aslightning NO emissions,which a�ect O3 concentrations in the southeasternUS wherebiogenic
VOC emissionsare large.

AnthropogenicNOx concentrations may increasethe oxidation of BVOC and the formation of
O3 and PM. Curci et al. [2009]and Pun et al. [2002b]found that O3 production is more impacted
by BVOC emissionsin metropolitan regionsthan in rural areas. O3 production dependson the
initial amounts of VOC (non-methane VOC)/NO x ratio (in ppbC/ppb, seethe ozoneisopleth
diagram of Seinfeld and Pandis [1998] for example). The variations of this VOC/NO x ratio is
usedin this paper to understand the variation of the O3 production regime. Hoyle et al. [2011]
detailed the mechanisms through which the anthropogenicemissionsenhancethe formation of
biogenic SOA: anthropogenic emissionsimpact the concentration of oxidants (O3, OH, NO3),
which oxidize BVOC to form semi-volatile species,and anthropogenic primary organic aerosols
may serve asan absorbingmedium favoring their condensation.Carlton et al. [2010b]estimated
that more than 50% of biogenic SOA in the easternU.S. can be controlled via the in�uence of
anthropogenicemissionson biogenic SOA.

For the Air Qualit y Model Evaluation International Initiativ e (AQMEI I) study, several air
quality models were compared over North America (NA) and Europe [Rao et al., 2011]. One
of these models (Polyphemus) is used here to investigate the e�ect of biogenic emissionson
air quality. The model is described in the �rst section. Then, its performanceis evaluated by
comparisonsto available observations in the Ensemble system [Bianconi et al., 2004] as well
as by comparisonswith other models of the AQMEII study. Over Europe, four simulations
are conducted with and without biomassburning emissionsand with di�ere nt anthropogenic
emissioninventories and biogenic emissionschemes.Over North America (NA), the simulation
is conducted using the default data provided for the AQMEI I study. Finally, the relative impacts
of biogenic and anthropogenicemissionson air quality over Europe and NA are estimated and
comparedfor the di�eren t Polyphemus simulations.

B.2 Mo del Description

The Polyphemus air-qualit y modeling platform (http :// cerea.enpc.f/p olyphemus) is used here
with the chemistry transport model Polair3D. Polyphemus/Polair3D has already beenusedfor
many applications at the conti nental scaleover Europe and East Asia [e.g.Sartelet et al., 2007;
Kim et al., 2009; Roustan et al., 2010; Kim et al., 2011b; Sartelet et al., 2008].

For gas-phasechemistry, the RegionalAtmosphericChemistry Mechanism[RACM, Stockwell
et al., 1997]is usedover Europe and the Carbon-Bond Mechanism [CB05, Yarwood et al., 2005]
over NA. Over NA, photolysis rates are computed online, that is the in�uence of particles on
photolysis rates is taken into account [Real and Sartelet, 2011]. The aerosol model used is
SIREAM-SuperSorgam [Debry et al., 2007a; Kim et al., 2011a]. It models coagulation and
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condensation/evaporation. It usesa standard SOA formulation with hydrophobic absorption
of SOA into organic particles. The SOA precursors are aromatics, long-chain alkanes, long-
chain alkenes,isoprene,monoterpenesand sesquiterpenes. The biogenic SOA formation varies
depending on the NOx regime.

Simulations are performed from 1 July 2006to 31 August 2006. In all simulations, 9 vertical
levelsareconsideredfrom the ground to 12 km (40m, 120m,300m,800m,1500m,2400m,3500m,
6000m,12000m). The Global Land Cover Facilit y (GLCF2000) map with 23categoriesis usedfor
land usecoverage. Initial and boundary conditions are the default AQMEI I conditions provided
by ECMWF-GEMS. Sea-saltemissionsare parameterized following Monahan et al. [1986]. The
emitted massof seasalt is assumedto be made of 30.61% of sodium, 55.025%of chloride and
7.68%of sulfate [Seinfeldand Pandis, 1998]. Over Europe, the horizontal domain is (35� N-70� N
; 15� W-35� E) with a resolution of 0.25� x 0.25� . The meteorological data correspond to the
default MM5 data provided for the AQMEI I inter-comparison with 32 vertical levels [Vautard
et al., 2012]. In the �rst of the four simulations conducted over Europe, and labelled Pol 1,
anthropogenic emissionsare the default AQMEI I emissionsdata provided by TNO [Pouliot
et al., 2012]. They are referred to as the TNO anthropogenic emission inventory. Biogenic
emissionsare computed as in Simpson et al. [1999], and referred to as the Simpson biogenic
emissionscheme. Biogenic (terpene)emissionsare distributed amongpinene(62.54%),limonene
(37.03%)and sesquiterpene(humulene,0.43%),following Johnsonet al. [2006]and Helmig et al.
[1999a,b]. Biomassburning emissionsprovided by Finnish Meteorological Institute (FMI) for
AQMEI I are also usedin onesimulation. Following Mikhail So�ef (communication on AQMEI I
web site), 50% is emitted between the surface and 200 m, and the remaining 50% is emitted
between 200 m and 1000 m. The �re PM emissions are assumedto consist of 70% of PM2:5

and 30%of PM10-PM2:5. For gaseousspeciesemissionsfrom biomassburning, the PM emission
rate is multiplied by 7.88 and then split amongst CO, HCHO, NOx , NH3 and SO2 according
to the following fractions: 0.94, 0.013, 0.029, 0.014and 0.004, respectively. In the other three
simulati ons conducted over Europe, biomass burning is ignored, becausePM2:5 are strongly
over-estimatedover Portugal when biomassburning emissionsare used. The secondsimulation
labelled �Pol 2� usesthe TNO emissioninventory for anthropogenicemissionsand Simpsonfor
biogenicemissions,asPol 1. The third simulation, labelled�Pol 3�, usesthe EuropeanMonitoring
and Evaluation Program (EMEP, http://www.emep.in t/) expert inventory for 2006and Simpson
for biogenic emissions. The time distribution of EMEP emissions,as well as the speciation
are detailed in Sartelet et al. [2007]. The fourth simulation, labelled �Pol 4�, usesthe EMEP
emissioninventory for anthropogenicemissionsand the Model of Emissionsof Gasesand Aerosols
from Nature with the EFv2.1 dataset [MEGAN, Guenther et al., 2006]. Di�erences between
the MEGAN and Simpsonemissionschemesare discussedelsewhere[Steinbrecher et al., 2009].
The two biogenic emission schemesuse di�eren t methodologies: MEGAN uses canopy-scale
emissionfactors basedon leaf area index obtained from the standard MEGAN LAIv database
[MEGAN-L, Guenther et al., 2006] whereasSimpson usesleaf-scaleemissionfactors basedon
GLC2000land-usecategories.Furthermore, although terpeneemissions are distributed amongst
pinene,limoneneand sesquiterpeneswith constant factors, di� erent emissionfactors are usedfor
several speciesin MEGAN. TableB.1 comparesthe domain-meanSimpsonand MEGAN biogenic
emissions. Except for sesquiterpenes, MEGAN emissionsare lower than Simpson emissions,
especially over the northeastern part of the domain, such as over Finland. Di�erences in the
spatial distribution are also observed, such as in Poland, Croatia or central France. Table B.2
summarizesthe emissioninventories usedin the four simulations.

Over North America, the horizontal domain is (24� N-53.75� N; 125.5� W-64� W) with a resolu-
tion of 0.25� x 0.25� . The meteorologicaldata correspond to the default WRF data provided for
the AQMEI I inter-comparison[Vautard et al., 2012]. As Polyphemus usesa Lat-Lon projection
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Simpson MEGAN
Isoprene 0.0799 0.0312
Terpenes 0.0436 0.01792

Sesquiterpenes 0.000188 0.00129
NO 0.00118 0.00108

Table B.1: Domain-meanSimpsonand MEGAN biogenic emissions(in � g m� 2 s� 1).

Pol 1 Pol 2 Pol 3 Pol 4
Anthropogenicemissions TNO TNO TNO Emep

Biogenic emissions Simpson Simpson Simpson MEGAN
Biomassburning emissions Yes No No No

Table B.2: Emission inventories used in the four simulations conducted over Europe with
Polyphemus.

versusLambert for WRF, the meteorologicaldata do not cover the wholecomputati onal domain.
Therefore, the Polyphemus domain (24� N-53.75� N; 125.5� W-64� W) is slightly smaller than the
AQMEI I domain (23.5� N-58.5� N; 130� W-59.5� W). For the remaining few grid cells missing in
the southwestern and southeasternparts of the domain over the ocean, the samemeteorolog-
ical �elds as those along the boundary are used. Anthropogenic, biogenic from BEIS3.14 and
biomassburning emissionsare those provided by US-EPA for AQMEI I [Pouliot et al., 2012].

B.3 Base simulations over Europ e and North America

B.3.1 Mo del performance evaluation

The following statistics are computed for comparing the surfacelevels from the basecasesim-
ulation with observations between 7 July 2006 and 31 August 2006: root mean square error
(rmse), mean fractional error (mfe), mean fractional bias (mfb), and correlation coe�cien t (r).
For O3, the meannormalizedgrosserror (mnge) and meannormalizedgrossbias (mngb) arealso
computedwith a cuto� of 80 � g m� 3 (i.e. about 40 ppb). Russell and Dennis [2000]recommend
performancecriteria for hourly O3 to be mngb � � 15%and mnge� 30%. For PM, Boylan and
Russell [2006]proposethat a model performancegoal is met when both the mfe is less than or
equal to +50% and the mfb is within � 30% respectively, and a model performancecriterion is
met when both mfe � +75% and � 60% � mfb � 60%. The �rst week is excludedwhen com-
puting statistics to allow for model initialization and spin-up. Observational data at rural and
suburban stations wereobtained from the ensemble system. The results of simulations provided
by other modeling teams at thesestations were also obtained and comparedwith the results of
this modeling study. Over Europe, the observational data include stations from Airbase
(http :// air-climate.eionet.europa.eu/databases/airbase)and EMEP
(http :// tarantula.nilu.no/pro jects/ccc/emepdata.html) databases. Over NA, these data in-
clude stations from Interagency Monitoring of Protected Visual Environments (IMPR OVE,
http :// vista.cira.colostate.edu/ improve/), the U.S. Environmental Protection Agency (EPA)
Aerometric Information Retrieval System ( AIRS, http://www.epa.go v/air/data/index.h tml),
and the Environment Canada National Air Pollution Surveillance network (Cast and Naps)
databases.Hourly concentration data are used for gaseousspeciesand daily data are used for
particulate matter (PM).
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Ov er Europ e

Over Europe, the 4 di�eren t Polyphemus simulations are comparedto observations for O3, PM10

and PM2:5 in TablesB.3, B.4 and B.5 respectively. Comparisonsfor NO2 and SO2, PM10 sulfate,
PM10 nitrate and PM10 ammonium are presented in the supplementary electronic materials.
The comparisonof model results with observations is alsoconductedfor 9 di�eren t models that
participated to the AQMEI I inter-comparisons,not including Polyphemus, in order to compare
the performances.The meanof the statistics of the AQMEI I models is computed as well as the
minimum and maximum values.

For all pollutants, the di�eren t simulati ons using Polyphemus perform well according to the
performancecriteria detailed above and they are within the range of results obtained by other
AQMEI I models.

For hourly O3, the averagesimulated concentrati on is closeto the averagemeasuredconcen-
tration, although it is slightly lower (73.0� g m� 3 measuredagainstbetween67.0and 69.3� g m� 3

simulated with rmsebetween28.6 and 29.9� g m� 3). The mngb is slightly higher than the range
of the model performancecriterion of Russell and Dennis [2000](� � 15%). However, the mnge
is well within the rangeof the model performancecriterion of Russell and Dennis [2000](� 30%).
The di�eren t Polyphemus simulations comparewell to other AQMEI I simulations: the highest
rmse of the Polyphemus simulations is lower than the lowest rmse of the AQMEI I simulations,
while the correlation of Polyphemus are close to the highest correlation of the AQMEI I sim-
ulations or higher for Pol 4. Other errors and bias are close to the average of the AQMEI I
simulati ons. The di�erences betweenthe di�eren t Polyphemus simulations are much lower than
di�erences betweenthe di�eren t AQMEI I simulations.

O3 - Europe Pol 1 Pol 2 Pol 3 Pol 4 AQMEI I models
Min Mean Max

Number of stations 796 796 796 796 790 795.4 796
Mean obs 73.0 73.0 73.0 73.0 73.0 73.0 73.1
Mean sim 68.7 67.0 69.3 67.5 60.9 72.4 97.0

rmse 29.8 29.9 29.2 28.6 30.0 32.8 38.8
correlation 65.8% 66.4% 67.3% 69.8% 56.6% 62.8% 68.6%

mfb -24.5% -27.3% -23.2% -25.2% -39.0% -21.7% 5.7%
mfe 28.3% 30.0% 27.1% 28.1% 17.1% 29.5% 41.8%

mngb -19.6% -22.1% -18.7% -20.6% -29.4% -15.8% 8.3%
mnge 24.0% 25.1% 23.1% 23.8% 18.3% 24.9% 32.6%

Table B.3: Comparisonsto observations for surfaceO3 over Europe (concentrations and rmse
are in � g m� 3).

The averagePM10 concentration is well simulated, although it is slightly under-estimatedfor
Pol 2, Pol 3 and Pol 4 (23.2 � g m� 3 measuredagainst between18.5and 21.1 � g m� 3 simulated,
and rmse between28.6 and 29.9 � g m� 3). The model performancegoal of Boylan and Russell
[2006] is met for all Polyphemus simulations as the mfb is within � 30%, and the mfe is lower
than 50%. The di�e rent Polyphemus simulations comparewell to other AQMEI I simulations:
the highest rmse is lower than the lowest rmse of the AQMEI I simulations. The correlation of
Polyphemus are above the averageof the correlationsof the AQMEI I simulations. As for O3, the
di�erences between the di�eren t Polyphemus simulations are much lower than the di�erences
betweenthe di�eren t AQMEI I simulations.

The averagesimulated PM2:5 concentration is higher than the averagemeasuredPM2:5 con-
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PM10 - Europe Pol 1 Pol 2 Pol 3 Pol 4 AQMEI I models
Min Mean Max

Number of stations 235 235 235 235 235 235 235
Mean obs 23.2 23.2 23.2 23.2 23.2 23.2 23.2
Mean sim 21.1 19.3 19.9 18.5 6.2 12.9 23.4

rmse 15.9 14.7 14.7 15.1 16.2 23.2 24.6
correlation 18.6% 19.1% 19.6% 18.9% 8.2% 17.3% 25.0%

mfb -5.2% -11.4% -9.0% -16.3% -111.0% -64.3% 3.9%
mfe 46.9% 46.6% 46.3% 48.7% 44.5% 80.8% 112.7%

Table B.4: Comparisonsto observations for surfacePM10 over Europe (concentrations and rmse
are in � g m� 3).

centration (13.3 � g m� 3 measuredagainst between17.4 and 19.2 � g m� 3 simulated, with rmse
between 12.0 and 14.0 � g m� 3). The model performance goal of Boylan and Russell [2006] is
met for the mfb for Pol 4, but it is not met for Pol 1 to Pol 3. The model performancegoal is
not met for the mfe. However the model performancecri teria are met for both the mfb and the
mfe for all Polyphemus simulations, as the mfb and mfe are within � 60% and lower than 75%
respectively. The di�eren t Polyphemus simulations comparewell to other AQMEI I simulations:
the mfe and the rmse are in the low range of the AQMEI I models, while correlation is in the
high range. As for O3 and PM10, the di�erences betweenthe di�eren t Polyphemus simulations
are lower than di�e rences between the di�eren t AQMEI I simulations.

PM2:5 - Europe Pol 1 Pol 2 Pol 3 Pol 4 AQMEI I models
Min Mean Max

Number of stations 39 39 39 39 39 39 39
Mean obs 13.3 13.3 13.3 13.3 13.3 13.3 13.3
Mean sim 19.2 17.7 18.6 17.4 5.0 12.3 21.4

rmse 14.0 12.0 12.7 12.2 11.4 24.1 69.2
correlation 14.1% 10.6% 9.2% 9.1% 3.2% 11.8% 21.1%

mfb 36.8% 31.7% 35.7% 28.9% -85.7% -30.5% 44.9%
mfe 59.6% 57.0% 59.0% 57.4% 55.1% 72.3% 94.2%

Table B.5: Comparisonsto observations for surfacePM2:5 over Europe (concentrations and rmse
are in � g m� 3).

Over Portugal, wherehigh-intensity biomassburning occurred, taking biomassburning into
account (Pol 1) leadsto a large over-estimation of PM2:5. The meanmeasuredconcentration at
the 6 rural Airbase stations over Portugal is equal to 14.3 � g m� 3. The simulated concentration
is equal to 34.1 � g m� 3 for Pol 1, 15.2 for Pol 2, 17.1 for Pol 3 and 14.0 � g m� 3 for Pol 3.
One of the reasonfor this large over-estimation of PM2:5 at the ground over Portugal for Pol 1
is related to the emissionheight of biomassburning. For example, Hodzic et al. [2007] relates
the emissionheight to the intensity of �re. They estimate that 95% of emissionsof the largest
�res over Portugal is emitted above the boundary layer, whereasin Pol 1 all the pollutants are
emitted in the boundary layer. Therefore,Pol 1 is not consideredin the impact study conducted
below.
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Ov er North America

Over NA, only one Polyphemus simulation is performed using the default AQMEI I emission
inputs. It is compared to observations for O3, PM10 and PM2:5 in Tables B.6, B.7 and B.8,
respectively. The comparison to observations is also conducted for 6 di�eren t models that
participated to the AQMEI I inter-comparisons. Performance evaluation for NO2 and SO2 is
presented in the supplementary electronic materials, as well as for elemental carbon of PM2:5,
organic matter of PM2:5, sulfate of PM2:5, nitrate of PM2:5 and ammonium of PM2:5.

For O3, PM10 and PM2:5, the Polyphemus simulation performs well accordingto the perfor-
mancecriteria detailed above and it is within the range of results obtained by other AQMEI I
models.

Although O3 is over-estimated by Polyphemus (34.0 ppb measuredand 43.6 ppb simulated
with a rmseof 20.1ppb), the Polyphemus simulation satis�es the model performancecriteri on of
Russell and Dennis [2000]: the mngb and mngearewithin � 15%and lower than 30%. Compared
to the other AQMEI I models, the rmseof the Polyphemus simulation is slightly higher than the
higher rmse of all models, but the mfe and mnge corresponds to the average of all models.

For PM10, the averagesimulated PM10 concentration is under-estimated(28.0 � g m� 3 mea-
sured and 15.1 � g m� 3 simulated with a rmse of 27.5 � g m� 3). The model performancegoal
of Boylan and Russell [2006] is not met, but the model performance criterion of Boylan and
Russell [2006] is met as the mfb is within � 60% and the mfe is lessthan 75%. Compared to
the other AQMEI I models, the rmse and mfe of the Polyphemus simulation are lower than the
averageof all models.

For PM2:5, the averagesimulated PM2:5 concentration is over-estimated (12.9 � g m� 3 mea-
sured and 16.1 simulated with a rmse of 9.3 � g m� 3). However, the model performancegoal of
Boylan and Russell [2006] is met as the mfb is within � 30% and the mfe is lessthan 50%. As
for PM10, the correlation is lower than the averageof all models, but the rmse and the mfe are
also lower.

O3 - NA Polyphemus AQMEI I models
Min Mean Max

Number of stations 634 634 634 634
Mean obs 34.0 34.0 34.0 34.0
Mean sim 43.6 33.8 39.4 44.6

rmse 20.2 15.3 17.5 19.9
correlation 60.4% 61.9% 66.0% 69.5%

mfb -1.3% -19.2% -7.4% 1.7%
mfe 24.7% 18.7% 25.3% 39.9%

mngb 3.8% -12.3% -2.2% 5.5%
mnge 25.6% 18.5% 23.7% 34.5%

Table B.6: Comparisonsto observations for surfaceO3 over NA (concentrations and rmse are
in ppb).

B.3.2 Spatial distribution

Ov er Europ e

Over Europe, Figure B.1 shows the O3 concentrations averagedover July and August for Pol 2.
The spatial distribution of O3 shows similar patterns to previously computed distributions [e.g.
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PM10 - NA Polyphemus AQMEI I models
Min Mean Max

Number of stations 638 638 638 638
Mean obs 28.0 28.0 28.0 28.0
Mean sim 15.1 5.4 13.8 30.7

rmse 27.5 24.5 28.4 32.6
correlation 15.1% 11.4% 20.4% 29.3%

mfb -49.4% -122.4% -65.8% 19.1%
mfe 67.5% 49.7% 81.6% 123.7%

Table B.7: Comparisonsto observations for surfacePM10 over NA (concentrations and rmseare
in � g m� 3).

PM2:5 - NA Polyphemus AQMEI I models
Min Mean Max

Number of stations 733 733 733 733
Mean obs 12.9 12.9 12.9 12.9
Mean sim 16.1 6.7 12.6 28.2

rmse 9.3 7.0 9.6 20.0
correlation 50.4% 47.5% 60.3% 67.0%

mfb 23.1% -59.6% -11.6% 75.4%
mfe 47.7% 33.1% 52.5% 79.6%

Table B.8: Comparisonsto observations for surfacePM2:5 over NA (concentrations and rmse
are in � g m� 3).

Curci et al., 2009]. O3 is high in southern Europe, especially over the Black Sea,the Mediter-
ranean Seaand the Baltic Sea. O3 is low in northern Europe (Finland and northern Sweden).
Over land, the highest concentrations are observed over Greece,Italy, Portugal, southern Spain
and central Europe. O3 concentrations lower than the surrounding valuesareobservedover large
cities, such asParis and Milan, becauseof NO titration. The NO titration is alsoobserved along
the seatra�c lines. Maps of O3 concentrations for simulations other than Pol 2 are not shown,
as they are similar despite local di�erences. Taking into account biomass burning emissions
(Pol 1 rather than Pol 2) only slightly increasesO3 locally where biomassburning occurs, such
as over Portugal. Using the EMEP rather than the TNO anthropogenicemissioninventory, i.e.
Pol 3 rather than Pol 2, leads to lower NO titration along the sea tra�c lines and therefore
higher O3. Using the MEGAN biogenicemissionschemerather than Simpson,i.e. Pol 4 rather
than Pol 3, leads to higher O3 over the northeastern part of the domain such as over Finland,
whereMEGAN biogenicemissionsare much lower than Simpson's. This O3 increasewith lower
biogenic emissionsis explained by the very high VOC/NO x ratio over this part of the domain
(seeFigure B.7 and section B.4.1).

Figure B.2 shows PM10 concentrations averaged over July and August for Pol 2. The spatial
distribution of PM10 shows similar patterns to previously computed distributions [e.g. Sartelet
et al., 2007]with high concentrations over cities, and areassuch asnorthern Italy , the northeast-
ern Spain, and the Netherlands. Although the map of PM10 shows high concentrations around
cities, the highest concentrations appear to be generatedby maritime tra�c and by sea-salt
emissions.Maps of PM10 concentrations for simulati ons other than Pol 2 are not shown, as they
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Figure B.1: Surface O3 concentrations (in � g m� 3) over Europe averagedover July and August
for Pol 2.

are similar despite local di�erences. As for O3, the impact of maritime tra�c on the formation
of PM10 is slightly higher using the TNO rather than the EMEP anthropogenicemissioninven-
tory, i.e. Pol 3 rather than Pol 2. Furthermore, the variations of PM10 around cities are more
sharply de�ned using TNO than EMEP. Using the MEGAN biogenic emissionscheme rather
than Simpson, i.e. Pol 4 rather than Pol 3, leads to lower PM10 over the northeastern part of
the domain such as over Finland (seebelow).

Figure B.3 shows secondaryorganic aerosol (SOA) concentrations averaged over July and
August using the Simpson(Pol 3, left panel) and MEGAN (Pol 4, right panel) biogenicemission
schemes. The spatial distribution is very similar betweenPol 2 and Pol 3, i.e. when changing
the anthropogenic emission inventory. The overall spatial distribu tion agreeswith previously
published distributions [Kim et al., 2011a], and similarities in spati al distributions are found
between Pol 3 and Pol 4: high SOA concentrations are observed in Portugal, southwestern
France,northeasternSpain,southeasternFrance,northern Italy , Greece,westernRussia,Finland
and southernSweden. However, the spatial distribu tion locally di�ers in areassuch asin Poland,
Croatia and central France. The amplitude of SOA concentrations is very di�eren t in Sweden
and Finland when using Simpson and MEGAN: the concentrations are locally reduced by a
factor 5 when using MEGAN, becauseof lower biogenicemissionsin MEGAN. On average over
Europe, the SOA concentrations are reduced by a factor of 2 with MEGAN.

Ov er North America

O3 concentrations (seeFigure B.4) are higher in the easternUnited States than in the western
U.S., except in California wherehigh O3 is simulated. High O3 concentrations are alsosimulated
along the east coast in the region of New York, as well as near Alabama in the southern U.S.,
and near the Michigan and Erie Great Lakes. The spatial distribution correspondswell to those
simulated by others such as Luecken et al. [2008].

The map of PM2:5 concentrations averaged over July and August (Figure B.5) shows high
concentrations especially around cities. The spatial distribution corresponds well to the ones
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Figure B.2: Surface PM10 concentrations (in � g m� 3) over Europe averaged over July and
August for Pol 2.

simulated in Bailey et al. [2007],with high concentrations in California as well as in the eastern
U.S. along the coast.

For SOA, the spatial distribution (seeFigure B.6) corresponds to that obtained by Carlton
et al. [2010b]: high concentrations are observed in the southeasternU.S., in California near Los
Angelesas well as in the westernU.S. However, the concentrations are much higher herewith a
maximum SOA concentration of 11 � g m� 3, against about 1 � g m� 3 in Carlton et al. [2010b]for
controllable biogenicSOA. However, the simulated SOA comparerelatively well to observations,
asshown in the supplementary electronicmaterials: the averagesimulated concentration is equal
to 3.6 � g m� 3 against 2.8 � g m� 3 estimated from measurements, with a mfb of 35.5%. In the
southeastwherehigh concentrations are simulated, measurements from the database�AIRS� at
the station AIRSUSGA1MCN (-83.65, 32.78) report an averageconcentration of 7.7 � g m� 3

over July and August, whereasthe simulated concentration is 9.3 � g m� 3.

B.4 Impact of biogenic emissions

To estimate the contribution of biogenic emissionsto O3 and PM under current conditions,
the methodology of Pun et al. [2002b] and Curci et al. [2009] is used. The simulation with
all emissionsis consideredas the base case,and a simulation is performed without biogenic
emissions(BV OC and NO) to calculate their contribution. As biogenic emissionsinteract with
anthropogenicemissionsto form O3 and secondaryPM, a simulation is also performed without
anthropogenicemissionsto comparethe impact.

B.4.1 Over Eu rope

Over Europe, the sensitivity simulations are performed for the three simulations Pol 2, Pol 3
and Pol 4.
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Figure B.3: SurfaceSOA concentrations (in � g m� 3) over Europeaveragedover July and August
using Simpson(Pol 3, upper panel) and MEGAN (Pol 4, lower panel) biogenicemissionschemes.

156



Figure B.4: SurfaceO3 concentrations (in � g m� 3) over North America averagedover July and
August.

Figure B.5: SurfacePM2:5 concentrations (in � g m� 3) over North America averagedover July
and August.

157



Figure B.6: SurfaceSOA concentrations (in � g m� 3) over North America averagedover July
and August.

Table B.9 shows the mean concentrations of O3, PM10 (without Na and Cl), SOA, isoprene
SOA and terpeneSOA averagedover Europe for July and August.

The impact of biogenic emissionson O3 concentrations is lower than the impact of an-
thropogenicemissions. Removing biogenic emissionsreducesO3 concentrations by 10 to 11%,
whereasremoving anthropogenic emissionsreducesO3 concentration by 38% to 42%. The im-
pact of removing biogenic emissionsis lower when MEGAN biogenic emission scheme is used
instead of Simpson (10% instead of 11%). This slightly lower impact is a consequenceof the
lower VOC emissionsin MEGAN than in Simpson. Removing anthropogenicemissionsalsohas
a lower impact with Pol 4 (-38%) than with Pol 2 or Pol 3 (-41 to -42%), that is when MEGAN
biogenic emission scheme is used rather than Simpson. Di�ere ncesin the impacts of emission
computed using the two di�eren t anthropogenic emissioninventories are small, as EMEP and
TNO emissionsare commensurate.

To understand the local variations of O3 concentrations when BVOC emissionsare removed,
the relative di�erence in O3 computed with all emissions and without BVOC emissionis shown
in Figure B.8 for Pol 2, Pol 3 and Pol 4. Figure B.7 shows the VOC/NO x concentration ratio
for Pol 3 and Pol 4. The regionswhere the impact of biogenic emissionsis high in Figure B.8
are strongly correlated to those where the VOC/NO x ratio is low comparedto surroundings in
Figure B.7 (e.g. Milan, northeastern Spain, central Europe). The decreasein O3 concentration
is ashigh as30%near citi es,which are surroundedby biogenicemissions,such asMil an in Italy ,
Porto in Portugal or Warsaw in Poland. Around these cities, although BVOC emissionsare
high, the O3 regime is probably VOC limited, leading to a strong decreasein O3 concentrations
when BVOC are removed. On the opposite, O3 increasesby as much as 10 to 20% in northern
Sweden, Finland and part of Russia,where the VOC/NO x ratio becomes higher than 200. This
increaseis removed when using MEGAN. BecauseBVOC emissionsover Sweden and Finland
are lower in MEGAN, the VOC/NO x ratio is lower and O3 concentrations are not modi�ed
by removing BVOC emissions. Although the impact of BVOC emissions on O3 is almost the
samefor the two di�eren t anthropogenicemissioninventories, local di�erences are important in
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central Europe near cities such as in Ukraine and Lith uania. Sea-tra�c alsohasa larger impact
using Pol 2 (TNO) than Pol 3 (EMEP).

PM10 is much more impacted by anthropogenic than biogenic emissions:the concentration
decreasesby 8 to 21% on averagewhen biogenic emissionsare removed, whereasit decreases
by as much as 54 to 62% when anthropogenicemissionsare removed. As for O3, di� erences in
the impacts of emissioncomputed using the two di�eren t anthropogenicemissioninventories are
small. The impact of removing biogenicemissionsis lower when using MEGAN rather than the
Simpsonbiogenic emissionscheme(8% for MEGAN and 21% for Simpson).

As SOA is mostly formed from isoprene(20% to 23%) and terpenes(62% to 67%) in our
simulati ons, it is strongly impacted by biogenic emissions. SOA is very low when biogenic
emissionsare ignored: the concentrations are reducedby 87% to 88% on averagein Pol 2 and
Pol 3 and by 72%in Pol 4 whereMEGAN is used. However, removing anthropogenicemissions
only reducesSOA by 15 to 16%.

Locally, removing anthropogenic emissionsmay lead to a large decreasein SOA as shown
in Figure B.9. SOA is reducedby as much as 40% to 50% along the mari time tra�c lines, as
well as around large cities such as Milan or Paris. The map of the relative di�erence of SOA
when all emissionsare taken into account and when biogenic emissionsare removed is strongly
correlated to the map of NOx emissions,with emphasiswherebiogenicemissionsare high (such
as Portugal, southern Spain and Poland). In Figure B.9, the impact of anthropogenicemissions
on SOA is shown only for Pol 3 and Pol 4, as the impact is very similar for Pol 2 and Pol 3,
as suggestedby the average numbers of Table B.9. Di�erences between Pol 3 and Pol 4 arise
mostly in Germany, Poland, Estonia and Belarus, southwesternSpain and southwesternFrance,
which are places where the two biogenic emission schemeslead to di�eren t patterns of SOA
concentrations, and where signi�cant anthropogenicemissionsare present. In contrast, despite
large di�erences in SOA concentrations simulated in Pol 3 and Pol 4 over northern Swedenand
northern Finland, the impact of anthropogenic emissionsis low over these countries because
anthropogenicemissionsare low.

Removing biogenic emissionsdoesnot only a�ect the biogenic compounds of SOA, but also
the anthropogenic ones. By providing an absorbing organic mass, the biogenic compounds of
particles facilitate the condensationof anthropogenic compounds. The absolute impact is low
as the concentration of anthropogenicSOA is low comparedto biogenicSOA at the continental
scale. However, the relative impact of biogenic SOA on anthropogenicSOA may be as high as
40%, as shown in Figure B.10, which shows the relative di�erence of anthropogenicSOA when
all emissionsare taken into account and when biogenicemissionsare ignored for Pol 3 and Pol 4.
The map describing the impact of biogenic SOA on anthropogenic SOA is strongly correlated
with the map of biogenic SOA concentrations. The relative impact is higher in Pol 3 than in
Pol 4 as biogenic emissionsare higher.

B.4.2 Over North America

The contrib utions of biogenic and anthropogenic emissionsto domain-wide averaged concen-
trations of O3, PM10, SOA, isoprene SOA and terpeneSOA over North America are shown in
Table B.10.

Removing biogenic emissionsreducesO3 concentrations by about 20% on average,whereas
removing anthropogenicemissionsreducesO3 concentrations by 49%. This result is consistent
with the seminal work of Pun et al. [2002b]who estimated the contribution of biogenicemissions
to O3 to be less than 23% in Nashville/TN and the northeastern U.S., with a contribution
between 22% and 34% in urban areas. The contribution of biogenic emissionsto O3 is also
observed to be regionally more important around urban areas, especially in the northeastern
U.S. and in California near Los Angeles, as shown in Figure B.12, which depicts the relative
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Figure B.7: Ratio of surface VOC over NOx concentrations averaged over July and August
computed using Pol 3 (Simpson biogenic emissionscheme, upper panel) and Pol 4 (MEGAN
biogenic emissionscheme,lower panel).
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Figure B.8: Relative di�erence between surface O3 concentrations (in %) averagedover July
and August computed with and without biogenic emissions,using Pol 2 (upper panel), Pol 3
(middle panel) and Pol 4 (lower panel).
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Figure B.9: Relative di�e rence betweensurfaceSOA concentrations (in %) averagedover July
and August computed with and without anthropogenic emissions,using Pol 2 (upper panel),
Pol 3 (middle panel) and Pol 4 (lower panel).
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Figure B.10: Relative di�erence averagedover July and August betweensurfaceanthropogenic
SOA concentrations (in %) computed with and without biogenic emissions,using Pol 3 (upper
panel) and Pol 4 (lower panel).
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Basecase No biogenic emissions No anthropogenicemissions
O3 Pol 2 61.9 55.2 (-11%) 36.6 (-41%)

Pol 3 63.0 56.0 (-11%) 36.6 (-42%)
Pol 4 61.9 56.0 (-10%) 38.2 (-38%)

PM10 Pol 2 9.4 7.4 (-21%) 4.4 (-54%)
Pol 3 9.7 7.6 (-21%) 4.4 (-55%)
Pol 4 8.3 7.6 (-8%) 3.2 (-62%)

SOA Pol 2 2.6 0.3 (-87%) 2.1 (-16%)
Pol 3 2.6 0.3 (-88%) 2.1 (-16%)
Pol 4 1.1 0.3 (-72%) 1.0 (-15%)

IsopreneSOA Pol 2 0.6 0.0 (-94%) 0.4 (-24%)
Pol 3 0.6 0.0 (-94%) 0.4 (-24%)
Pol 4 0.2 0.0 (-84%) 0.2 (-22%)

TerpeneSOA Pol 2 1.7 0.1 (-93%) 1.5 (-10%)
Pol 3 1.7 0.1 (-93%) 1.5 (-10%)
Pol 4 0.7 0.1 (-84%) 0.7 (-6%)

Table B.9: Contribution of biogenic emissionsto concentration of surface O3, PM10, SOA,
isopreneSOA and terpeneSOA averagedover Europe and over July and August (concentrations
are in � g m� 3). Sea-salt(sodium and chloride) are not included in PM10.

di�erence of hourly O3 concentrations averagedover July and August when all emissionsare
taken into account and when biogenic emissionsare removed. O3 is found to be 26% and 38%
lower in the northeastern U.S. (near Washington DC and New Jersey) and California near Los
Angeles, respectively (seerectangles in Figure B.12). A high decrease in O3 concentration is
observedover largecities closeto high-VOC emissionareas whenbiogenicemissionsare removed.
As for Europe, the regionswhere the impact of biogenic emissionsis high correspond to those
wherethe VOC/NO x concentration rati o is low comparedto surroundings (large urban centers),
as seenby comparing Figures B.11 and B.12.

PM10 is not much impacted by biogenic emissions: the concentration decreasesby 14%
on average when biogenic emissionsare removed, whereas it decreasesby as much as 50%
when anthropogenicemissionsare removed. However, biogenic emissionslargely contribute to
secondaryorganic aerosols(SOA). If they are not considered,SOA decreaseby 90% on average
over the domain. In comparison, removing anthropogenicemissions only reducesSOA by 10%
on average.SOA are composedmostly of isoprene(23%) and terpene(67%) oxidati on products.
Isopreneand terpeneSOA are reduced by 16%and 7%, respectively, on averageover the domain
when anthropogenic emissionsare removed. However, locally, the reduction may be larger.
Large cities, such as Los Angeles,Atlanta, Birmingham, Saint Louis, Washington DC, Chicago
and Minneapolis may clearly be identi�ed by looking at the map of the relative di�erence of
SOA concentrations when all emissionsare consideredand when anthropogenic emissionsare
removed (Figure B.13). Removing anthropogenicemissionsleads to a large decreaseof biogenic
SOA near theselarge cities. A decreaseas large as60%is observed locally around cities such as
Los Angelesand Houston. A decreaseon the order of 60% around cities is consistent with the
results of Carlton et al. [2010b].

As for the European study, removing biogenic emissionsdoes not only a�ect the biogenic
compounds of SOA, but also the anthropogenicones. The relative impact of biogenic SOA on
anthropogenicSOA may be as high as 60%, as shown in Figure B.14, which shows the relative
di�erence of anthropogenic SOA when all emissionsare taken into account and when biogenic
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Figure B.11: Ratio of surfaceVOC over NOx concentrations averagedover July and August.

emissionsare ignored.

Basecase No biogenic emissions No anthropogenicemissions
O3 64.5 51.5 (-20%) 33.2 (-49%)

PM10 9.3 8.1 (-14%) 4.6 (-50%)
SOA 2.3 0.2 (-90%) 2.1 (-10%)

IsopreneSOA 0.5 0.0 (-93%) 0.4 (-16%)
TerpeneSOA 1.6 0.1 (-94%) 1.5 (-7%)

Table B.10: Contribution of biogenic emissionsto concentration of surface O3, PM10, SOA,
isopreneSOA and terpeneSOA averagedover North America and over July and August (con-
centrations are in � g m� 3). Sea-salt(sodium and chloride) are not included in PM10.

B.5 Conclusion

Over both Europe and NA, Polyphemus performancesare satisfactory for O3 and PM with
respect to criteria used in the literature, as well as in comparison to other AQMEI I models.
Over Europe, the simulation with biomassburning emissionsover-estimatePM2:5 over Portugal,
probably becausethe �re emissionheight is not accurately modeled.

The impact of biogenicemissions is higher on averageover NA than over Europe for O3, and
it is commensuratefor SOA. Locally, the impacts of biogenic emissionstends to be higher in
NA than in Europe becauseof the presence in NA of large urban centers surroundedby regions
of high biogenic emissions.

Both over Europe and NA, the impact of biogenic emissionson O3 (-10% to -20%) is lower
than the impact of anthropogenic emissions(-38% to -49%). The regions where the impact
of biogenic emissionsis high correspond to those where the VOC/NO x ratio is low compared
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Figure B.12: Relative di�erence between surface O3 concentrations (in %) averagedover July
and August computed with and without biogenic emissions.

Figure B.13: Relative di�erence betweensurfaceSOA concentrations (in %) averagedover July
and August computed with and without anthropogenicemissions.

166



Figure B.14: Relative di�erence between surface anthropogenic SOA concentrations (in %)
averagedover July and August computed with and without biogenic emissions.

to surroundings. For SOA, which are mostly biogenics,the impact of biogenic emissions(72%
to 90%) is much greater than the impact of anthropogenic emissions (10% to 16%). However,
locally, the impact of anthropogenicemissionsmay behigh (up to 50%,both in NA and Europe),
stressing the fact that even biogenic SOA may be controlled for a large part by controlling
anthropogenic emissions. The biogenic SOA reduction when all anthropogenic emissionsare
eliminated varies depending on the chemical precursors: isopreneSOA is more reduced than
terpeneSOA becauseof di�erences in their volatilit y. AnthropogenicSOA are also impacted by
biogenicemissions(absorbing organic massfor SOA), with a relative impact that can be ashigh
as 40% locally. To accurately model SOA, it is, therefore, necessaryto accurately model both
biogenic and anthropogenicSOA.

Over Europe, for O3 and SOA, the impact of biogenicemissionsis lower in Pol 4 (which uses
the MEGAN biogenicemissionscheme) than in Pol 2 or Pol 3 (which usethe Simpsonbiogenic
emissionscheme). The largest di�erences betweenthe impacts simulated with Pol 4 compared
to thosesimulated with Pol 2 and Pol 3 show that uncertainties in the biogenicemissionschemes
usedhere are larger than uncertainties in the two anthropogenicemissioninventories.

B.6 Supplemen tary electronic materials

B.6.1 Mo del performance evaluation over Europ e

The Polyphemus simulations are compared to observations for NO2, SO2, sulfate, ammonium
and nitrate in TablesB.11, B.12, B.13, B.14 and B.15, respectively. Observational data at rural
and suburban stations wereextracted from the Ensemble system,except for sulfate, ammonium
and nitrate, which are obtained from the EMEP databases.
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NO2 - Europe Pol 1 Pol 2 Pol 3 Pol 4 AQMEII models
Min Mean Max

Number of stations 684 684 684 684 681 683.7 684
Mean obs 12.8 12.8 12.8 12.8 12.8 12.8 12.8
Mean sim 8.8 8.3 8.7 8.8 5.6 9.3 15.1

rmse 13.8 13.1 13.2 13.1 12.5 14.1 15.9
correlation 38.0% 41.3% 40.1% 40.4 20.7% 33.2% 42.4%

mfb -40.9% -44.3% -38.4% -36.2 -66.7% -32.3% -2.7%
mfe 77.7% 78.6% 77.1% 76.2% 67.6% 77.8% 90.9%

Table B.11: Comparisonsto observations for surfaceNO2 over Europe (concentrations and rmse
are in � g m� 3).

SO2 - Europe Pol 1 Pol 2 Pol 3 Pol 4 AQMEI I models
Min Mean Max

Number of stations 501 501 501 501 498 500.7 501
Mean obs 3.7 3.7 3.7 3.7 3.7 3.7 3.8
Mean sim 4.3 4.2 3.5 3.6 1.1 2.5 4.2

rmse 9.5 9.4 9.3 9.3 9.0 9.3 10.2
correlation 14.5% 14.0% 12.9% 12.9% 7.6% 16.0% 20.8%

mfb 19.6% 17.5% 1.7% 2.3% -110.0% -46.6% -0.7%
mfe 79.2% 79.0% 78.5% 78.4% 74.3% 95.0% 127.4%

Table B.12: Comparisonsto observations for surface SO2 over Europe (concentrations and rmse
are in � g m� 3).

PM10 sulfate - Europe Pol 1 Pol 2 Pol 3 Pol 4
Number of stations 25 25 25 25

Mean obs 2.2 2.2 2.2 2.2
Mean sim 3.1 3.1 3.0 3.0

rmse 1.8 1.8 1.7 1.7
correlation 65.7% 65.4% 69.0% 68.6%

mfb 32.5% 31.6% 31.7% 32.9%
mfe 54.5% 54.3% 53.7% 53.8%

Table B.13: Comparisonsto observations for surfacePM2:5NO3 sulfate over Europe (concentra-
tions and rmse are in � g m� 3).
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PM2:5NO3 ammonium - Europe Pol 1 Pol 2 Pol 3 Pol 4
Number of stations 7 7 7 7

Mean obs 0.8 0.8 0.8 0.8
Mean sim 1.7 1.7 1.9 1.9

rmse 1.4 1.3 1.6 1.6
correlation 42.7% 39.9% 40.1% 39.2%

mfb 79.1% 75.7% 83.7% 86.3%
mfe 92.9% 91.2% 97.9% 99.5%

Table B.14: Comparisonsto observations for surfacePM2:5NO3 ammonium over Europe (con-
centrations and rmse are in � g m� 3).

PM2:5NO3 nitrate - Europe Pol 1 Pol 2 Pol 3 Pol 4
Number of stations 11 11 11 11

Mean obs 1.3 1.3 1.3 1.3
Mean sim 1.9 1.7 2.3 2.4

rmse 2.6 2.5 3.1 3.2
correlation 14.3% 13.9% 14.2% 12.6%

mfb -13.1% -25.2% -3.0% 2.2%
mfe 108.2% 112.7% 113.2% 112.7%

Table B.15: Comparisonsto observations for surfacePM2:5NO3 nitrate over Europe (concentra-
tions and rmse are in � g m� 3).

B.6.2 Mo del performance evaluation over NA

The Polyphemus simulation is compared to observations for NO2, SO2, elemental carbon of
PM2:5, organic massof PM2:5, sulfate of PM2:5, ammonium of PM2:5 and nitrate of PM2:5 in
Tables B.16, B.17, B.18, B.19, B.20, B.21 and B.22, respectively. Observational data at rural
and suburban stations were extracted from the Ensemble system.

NO2 - NA Polyphemus AQMEI I models
Min Mean Max

Number of stations 315 315 315 315
Mean obs 8.2 8.2 8.2 8.2
Mean sim 8.4 3.0 9.7 17.8

rmse 10.0 8.3 11.6 19.0
correlation 43.1% 41.5% 46.9% 53.5%

mfb -16.6% -79.7% -11.2% 53.2%
mfe 74.4% 67.7% 78.2% 93.4%

Table B.16: Comparisonsto observations for surfaceNO2 over NA (concentrations and rmseare
in ppb). Six models are included in the AQMEI I models usedfor the comparison.
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SO2 - NA Polyphemus AQMEI I models
Min Mean Max

Number of stations 379 379 379 379
Mean obs 2.7 2.7 2.7 2.7
Mean sim 3.8 0.7 4.0 8.1

rmse 6.8 6.7 8.0 10.7
correlation 21.0% 12.5% 16.8% 22.3%

mfb 26.6% -108.8% 0.2% 71.0%
mfe 81.9% 86.6% 94.1% 119.3%

Table B.17: Comparisonsto observations for surfaceSO2 over NA (concentrations and rmseare
in ppb). Six models are included in the AQMEI I models usedfor the comparison.

PM2:5EC - NA Polyphemus AQMEI I models
Min Mean Max

Number of stations 262 262 262 262
Mean obs 0.4 0.4 0.4 0.4
Mean sim 0.5 0.2 0.5 1.1

rmse 0.5 0.5 0.7 1.3
correlation 51.5% 39.5% 46.5% 56.3%

mfb 23.6% -70.5% 1.5% 80.6%
mfe 56.5% 50.4% 70.7% 90.4%

Table B.18: Comparisonsto observations for surfacePM2:5 elemental carbon (PM 2:5EC) over
NA (concentrations and rmse are in � g m� 3). Five models are included in the AQMEI I models
usedfor the comparison.

PM2:5OM - NA Polyphemus AQMEI I models
Min Mean Max

Number of stations 265 265 265 265
Mean obs 2.6 2.6 2.6 2.6
Mean sim 3.5 0.4 4.7 11.5

rmse 3.1 2.4 5.6 12.7
correlation 24.6% 19.7% 37.1% 50.0%

mfb 41.5% -132.4% 15.7% 120.3%
mfe 72.1% 56.2% 97.2% 136.7%

Table B.19: Comparisonsto observations for surfacePM2:5 organic mass(PM 2:5OM) over NA
(concentrations and rmseare in � g m� 3). Four modelsare included in the AQMEI I modelsused
for the comparison.
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PM2:5SO4 - NA Polyphemus AQMEI I models
Min Mean Max

Number of stations 113 113 113 113
Mean obs 4.2 4.2 4.2 4.2
Mean sim 4.0 3.4 4.1 4.8

rmse 3.2 1.9 2.5 2.9
correlation 55.7% 63.9% 75.3% 85.8%

mfb -8.1% -28.9% -2.5% 14.6%
mfe 54.8% 32.7% 43.8% 53.0%

Table B.20: Comparisonsto observations for surfacePM2:5 sulfate (PM 2:5SO4) over NA (con-
centrations and rmseare in � g m� 3). Four modelsare included in the AQMEI I modelsusedfor
the comparison.

PM2:5NH4 - NA Polyphemus AQMEI I models
Min Mean Max

Number of stations 112 112 112 112
Mean obs 1.4 1.4 1.4 1.4
Mean sim 1.9 1.2 1.4 1.5

rmse 1.4 0.8 1.0 1.2
correlation 50.4% 27.3% 61.5% 78.5%

mfb 28.8% -4.9% 8.1% 16.7%
mfe 62.9% 41.0% 54.3% 77.7%

Table B.21: Comparisonsto observations for surface PM2:5 ammonium (PM 2:5NH4) over NA
(concentrations and rmseare in � g m� 3). Four modelsare included in the AQMEI I modelsused
for the comparison.

PM2:5NO3 - NA Polyphemus AQMEI I models
Min Mean Max

Number of stations 264 264 264 264
Mean obs 0.4 0.4 0.4 0.4
Mean sim 0.9 0.3 0.4 0.7

rmse 1.8 0.7 0.8 0.8
correlation 35.3% 36.0% 38.0% 40.0%

mfb -32.6% -96.7% -50.3% 60.9%
mfe 129.3% 90.5% 115.7% 129.9%

Table B.22: Comparisonsto observations for surface PM2:5 nitrate (PM 2:5NO3) over NA (con-
centrations and rmseare in � g m� 3). Four modelsare included in the AQMEI I modelsusedfor
the comparison.
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Abstract

Beirut, the capital city of Lebanon, which is located on the eastern shoreof the Mediterranean
basin, experienceshigh air pollution episodes. Annual average concentrations of coarseand
�ne particulate matter (PM 2:5) as well as nitrogen oxides (NOx) often exceed the World Health
Organization (WHO) guidelines. Therefore, improving air quality in this region is essential.
The Polyphemus/Polair3D modeling systemis usedhere to investigateair pollution episodesin
Beirut during 2-18July 2011. The modeling domain covers two nestedgrids of 1 and 5 km hori-
zontal resolution over the greater Beirut and Lebanon,respectively. The anthropogenicemission
inventory was developed earlier [Waked et al., 2012b]. The Weather and Research Forecasting
(WRF) model is usedto generatethe meteorological�elds and the Model of Emissionsof Gases
and Aerosolsfrom Nature (MEGAN) is usedfor biogenic emissions.The results of the study are
comparedto measurements from a �eld campaignconductedin the suburb of Beirut during 2-18
July 2011. The model reproducessatisfactori ly the concentrations of most gaseouspollutants,
the total massof PM2.5 as well as PM2.5 elemental carbon (EC), organic carbon (OC), and
sulfate.

C.1 In tro duction

The Middle East region is characterizedby a diverse landscape including elevated terrain, semi-
arid and Saharan deserts,seashoresand vast plains. Covering fourteen Arab countri esas well
as Turkey and Iran, the region stretches from Egypt in the West to Iran in the East, Turkey
in the North and the Arabian Peninsula in the South. Being an enclosedregion, it experiences
high pollution episodes,elevated particulate matter (PM) concentrations and major acid depo-
sition problems [Saliba et al., 2006]. Moreover, anthropogenicemissions are increasing rapidly
over this region due to large industrialized areas, the absenceof any e�cien t public transport
system,densetra�c areasand high population densities[ESCWA, 2010;Lelieveldet al., 2009].
In addition, steady winds originating from eastern Europe as well as intense solar radiation
contribu te to the formation of high levels of secondarypollutants and other reactive species
[Lelieveld et al., 2002; Kouvarakis et al., 2000]. To date, few studies have been conducted to
investigateair pollution in th is region. Lelieveldet al. [2002,2009];Smoydzinet al. [2012]inves-
tigated ozone(O3) pollution over the Middle East regionand the Arabian Peninsula. The results
showed that in the Arabian Peninsula, high levelsof O3 concentrations wereobserved especially
in summer [Liu et al., 2009a] due to the highly favorable weather conditions and high local air
pollutant emissions[Lelieveldet al., 2009]. In particular, nitrogen oxides (NOx) concentrations
in this area are exceptionally high [Stavrakou et al., 2008]. As a result, air pollution in this
region needsto be investigated, monitored, and reduced. Lebanon, a small developing country
in the Middle East region, located on the easternshoreof the Mediterranean Sea,experiences
high pollution episodes due to local emissionsbecauseof a growing population, especially in
urban areas,the absenceof any public transport system[MoE, 2005],steadywinds from eastern
Europe and Saharan dust storms from the desert [Saliba et al., 2007]. Therefore, the country
represents a good casestudy for investigating air pollution in the region. The few measurements
conducted in Beirut, the capital city of Lebanon, revealedhigh levels of nitrogen dioxide (NO2)
with an annual averageconcentration of 66 � g/m 3 [A�f et al., 2009]and high levels of partic-
ulate matter, PM10 and PM2:5, with annual concentrations of 64 and 20 mug/m 3, respectively
[Massoudet al., 2011]. The levelsexceedWorld Health Organization (WHO) guideline valuesof
40 mug/m 3 for NO2 and 20 and 10 mug/m 3 for PM10 and PM2:5, respectively. Although these
measurements provide valuable information on air pollution, they are scarceand limited to a
few areas.Therefore, the useof chemical-transport models(CTM) is essential for understanding
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the spatio-temporal distribution of gaseousand particulate pollutants in the region. Previous
studies have focusedon simulating the distrib ution of O3 over this region using regional CTM.
The EMAC chemistry generalcirculati on model [Roeckner et al., 2006]was usedto investigate
O3 levels in the Persian gulf region [Lelieveld et al., 2009] and a fully coupled on-line model
(WRF-Chem version 3.3.1) [Grell et al., 2005] was used for the Arabian Peninsula [Smoydzin
et al., 2012]. However, no modeling study has yet been conducted for Lebanon or its capital
city Beirut. In this study, the WRF-A RW version 3.3 meteorologicalmodel [Skamarock et al.,
2008b]is usedwith the Polyphemus/Polair3D CTM [Mallet et al., 2007;Sartelet et al., 2007]to
investigateair polluti on in Beirut aswell as in Lebanonfrom July 2 till July 18, 2011. WRF has
beenevaluated against observations in many regions [Borge et al., 2008; Carvalho et al., 2012;
Molders, 2008]but, to our knowledge,hasnever beenapplied to Lebanon. The Polyphemus/Po-
lair3D CTM hasbeenevaluated over Europe [Sartelet et al., 2007,2012;Couvidat et al., 2012a],
Asia [Sartelet et al., 2008],and North America [Sartelet et al., 2012],but not in the Middle East
region. This study aims to investigate air pollution in Beirut in July 2011 via meteorological
and air quality modeling. The evaluation of WRF and Polyphemus/Polair3D in this region is
essential prior to the useof such models for future air quality studies.

The methodology and the model con�gurations for WRF and Polyphemus/Polair3D are
described in Section C.2. The evaluation results for the meteorological and chemical simula-
tions against observations are presented and discussedin Sections C.3 and C.4, respectively.
Conclusionsare provided in Section C.5.

C.2 Metho d

C.2.1 Mo deling domains

For meteorologicalmodeling, three modeling domainswereseton a latitude-longitude projection.
A mother domain (D3) with 25 km horizontal resolution covering the Middle East region, aswell
as someparts of eastern Europe, northern Africa and the Mediterranean Sea, and two nested
domainswith 5 km resolution for Lebanon (D2) and 1 km resolution for Beirut and its suburbs
(D1) were adopted. The two nested domains D1 and D2 are used for the air quality model
simulati ons. A map of the modelind domain is shown in Figure C.1.

C.2.2 Episo de selection and observational data set

The modeling study was conducted from July 2 till July 18, 2011. During this period, meteo-
rological and air quality measurements were conducted at the Faculty of Sciences of the Saint
JosephUniversity campus(USJ site) in the regionof Mansourieh(33.86N ; 35.56E) distant by 6
km from the center of Beirut. Meteorologicalmeasurements included wind speed(anemometer),
wind direction (weather vane), surfacetemperature (thermometer), relative humidi ty (hygrome-
ter) and atmospheric pressure(barometer). Averagetemperatures in Beirut exceeded28 °C and
clear skies were dominant. No precipitation was recorded during this period. These weather
conditions, aswell as westerly and easterlywinds coming from easternEurope and Asia, respec-
tiv ely, favored oxidant and secondaryorganic aerosol (SOA) formation. Trace gasesincluding
carbon monoxide (CO), NOx and O3 were measuredon-line on a 1-min basis using trace gas
analyzers [Michoud et al., 2012] while VOC were measuredon a 1-hour basis using an on-line
Thermal Desorption GasChromatography with a Flame Ionizati on Detector (TD-GC-FID) and
on a 5-min basis using a Proton TransferReaction MassSpectrometry (PTRMS). However only,
the results obtained from the TD-GC-FID are usedfor the evaluation of modeled VOC. PM2:5

sampleswere collected using a high-volume sampler (30 m3/h) on a 12-h basis. They were
analyzedfor OC and EC using the EUSAAR2 protocol [Cavalli et al., 2010],for organic aerosols
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Figure C.1: The modeling domains D1, D2 and D3 usedin this study.

using a gaschromatography coupled to a massspectrometry (GC/MS) technique and for inor-
ganic aerosolsusing an ion chromatography (IC) technique. The model simulation results are
compared with those measurements to evaluate the abilit y of the model to reproduce major
chemical components of photochemical air pollution in Beirut.

C.2.3 Meteorological modeling

WRF-ARW was used to generate the meteorological �elds using a two-way nesting approach
with a vertical structure of 24 layers covering the whole troposphere. Initial and boundary
conditions were driven by the National Centers for Environmental Prediction (NCEP) global
tropospheric analyseswith 1°x 1°spatial resolution and 6 h temporal resolution. Topography
and land use were interpolated from the United States Geological Survey (USGS) global land
covers with the appropriate spatial resolution for each domain.

Physicalparameterizati onsusedin the model include the Kesslermicrophysicsscheme[Kessler,
1969], the RRTM long-wave radiation scheme [Mlawer et al., 1997], the Goddard NASA short-
wave scheme [Chou and Suarez, 1994], the Grell-Devenyi ensemble cumulus parameterization
scheme [Grell and Devenyi, 2002] and the Noah land surface model [Chen et al., 2001]. Sev-
eral physical options such as planetary boundary layer (PBL) dynamics, land surfacemodel as
well as several numerical options are available in WRF. A seriesof model experiments chang-
ing one option at a time was conducted to identify the simulation which provides the lowest
biasesand errors when compared to the observations. Becausemeteorologicalmodels tend to
diverge after someintegration time (t ypically two or three days), segmented simulations were
also performed. Thus, several two-day restarted simulations were performed to complete an 18
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day long simulation. For each simulation, the �rst 12-hour period was consideredas a spin-up
period for the model. Becausethe PBL hasan important impact on the near surface wind �eld,
two PBL schemeswere tested: the Yunsai University (YSU) PBL scheme [Hong et al., 2006],
which is a non-local closure scheme [Stull , 1988] and the Mellor-Yamada-Nakanishi and Niino
(MYNN) level 2.5 scheme [Nakanishi and Niino , 2004], which is a local TKE-based scheme.
The MYN N schemewasdeveloped to improve performanceof its original Mellor-Yamadamodel
[Mellor and Yamada, 1974]. Major di� erencesbetweenthe two schemes(MYNN and MY) are
the formulations of the mixing length scaleand the method to determine unknown parameters.
In addition, becausethe inner domain (D1) includes large urban areas,an urban surfacemodel
was used. WRF includes three urban surfacemodels: the urban canopy model (UCM) [Kusaka
et al., 2001], which is a single layer model, and two multi-la yer models, the Building Environ-
mental Parameterization (BEP) [Martil li et al., 2002] and the Building Energy Model (BEM)
[Salamanca et al., 2010]. In this study, UCM was used becauseit includes the anthropogenic
heat release,which is not included in the multi-la yer models [Kim , 2011]. Using UCM, several
in�uen tial parameterssuch as the anthropogenicheat �ux, road width, and building width and
height values typical for Beirut were chosen, whereasfor other parameters (urban ratio for a
grid, surfacealbedoof roof, road and wall, thermal conductivit y of roof, road and wall, etc.), the
valuesprovided by the WRF con�guration �le were adopted becauseof a lack of data. There-
fore, a referencebuildin g width of 11 m [CBDE , 2004]and a road width of 8.5 m were adopted
[Chélala, 2008]. A building height of 17.9 m was chosen[Chélala, 2008]while the mean annual
anthropogenicheat �ux for Beirut was estimated to be 17 W/m 2 [IIASA , 2012].

C.2.4 Air qualit y mo deling

The Polyphemus/Polair3D CTM was used. Aerosol modeling was performed using SIREAM
(Size Resolved Aerosol Model) [Debry et al., 2007a] coupled to the Hydrophilic/Hydrophobic
Organic (H2O) model for SOA formation [Couvidat et al., 2012a], ISORROPIA [Neneset al.,
1998]for inorganic aerosolsthermodynamics,and the CB05 chemical kinetic mechanism for gas-
phasechemistry [Yarwood et al., 2005; Kim et al., 2009, 2011a].SIREAM segregatesthe particle
sizedistribution into sectionsand solves the generaldynamic equation by splitting coagulation
and condensation/evaporation-nucleation [Debry et al., 2007a]. In H2O, two anthropogenicand
�v e biogenic SOA precursorsspeciesare used as surrogate precursors. In order to account for
the fact that primary organic aerosols(POA) are semi-volatile organic compounds (SVOC), an
SVOC/EI-P OA (Emissions Inventory basedPOA) value of 5 was adopted following Couvidat
et al. [2012a]to estimate SVOC emissions.

The USGSland cover was used. Initial and boundary conditions for the outer domain (D2)
were extracted from the output of the Model for OzoneAnd Related chemical Tracersversion
4 (MOZART-4; http://www.acd.ucar.edu/wrf-c hem/mozart.shtml), which is an o�-line global
tropospheric CTM [Emmons et al., 2010]. It is driven by NCEP/NCAR reanalysis meteorol-
ogy and usesemissionsbasedon a databaseof surface emissions of ozoneprecursors(POET),
Regional Emission Inventory in Asia (REAS) and Global Fire EmissionsDatabase (GEFD2).
The results are at 2.8°x 2.8°horizontal resolution for 28 vertical levels. It should be noted that
a pre-simulation was performed for the D1 (June 24 till July 2) and D2 (June 15 till July 2)
domains to eliminate the e�ect of initial conditions. Outputs from the meteorological model
(WRF-AR W) were used to compute vertical di�usion with the Troen and Mahrt [1986] and
Louis [1979] parameterizations within the PBL. For horizontal di�usion, the CMAQ parame-
terization was used [Byun and Schere, 2009]. Gas and particle deposition as well as sea-salt
emissionswere pre-processedusing relevant meteorological variables. Biogenic emissionswere
calculated using the Model of Emissionsof Gasesand Aerosolsfrom Nature [Guenther et al.,
2006]. This model, which is designedfor global and regional emissionmodeling, has a global
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Table C.1: Numerical options and physical parameterizationsconsidered.

Options M1 M2 M3 M4 M5
UCM no yes yes no no
PBL YSU YSU MYNN MYNN YSU
Continuous yes yes yes yes no*
simulations

*Restarts every two days.

coveragewith a 1 km x 1 km resolution.
For anthropogenic emissions,a spatially-resolved and temporally-allocated emissioninven-

tory wasdeveloped for Lebanonaswell as for Beirut and its suburbs in a previousstudy [Waked
et al., 2012b]. This emissioninventory is usedhere. Emissionswere spatially allocated using a
resolution of 5 km over Lebanon and a resolution of 1 km over Beirut. The inventory includes
the emissionsof CO, NOx , sulfur dioxide (SO2), VOC, ammonia (NH3), PM10, and PM2:5. A
wide variety of emissionsourcesincluding road transport, maritime shipping, aviati on, energy
production, residential and commercial activities, industrial processes,agriculture, and solvent
useare included in this inventory. A bottom-up methodology wasusedfor the major contribut-
ing sourcessuch as road transport, cement industries and power plant energy producti on. For
other sources,a top-down approach was adopted. Spatial allocation was performed using pop-
ulation density maps, land cover and road network as well as tra�c count data and surveys in
many regions[Waked and A�f , 2012]. Temporal pro� les wereallocated with monthly, daily, and
diurnal resolutions for all sources.The inventory was developed for a baseyear of 2010.

C.3 Meteorological simulations

C.3.1 Mo del simula t ion con�gurations

The results obtained from WRF were evaluated with meteorological data collected at the USJ
site. Reliable meteorological data at other locations were not available within the D1 and
D2 domains, thereby preventin g a more complete model performance evaluation. Di�eren t
simulati ons from M1 to M5 (Table C.1) were performed in order to select the meteorological
simulati on which has the lowest biasesand errors when comparedto observations.

For physical parameterizations, the YSU PBL scheme (simulation M2) and the MYNN
scheme (simulation M3) were tested with the use of UCM. In addition, two simulations (M1
and M4) with the YSU and MYNN schemes,respectively, were performed without the use of
UCM. To test numerical options, a simulation (M5) wasperformedusing segmented simulations
with two-day restarts to assesswhether the model tends to divergesigni�cantly after 2 days of
simulati on.

C.3.2 Results

To evaluate a model, several approaches can be used [Gil liam et al., 2006]. Here, we compare
model simulation results to measurements at one site using model performancestatistical in-
dicators that include the root mean squareerror (RMSE), mean fractional bias (MFB), mean
fractional error (MF E), normalized mean bias (NMB), normalized mean error (NME), and the
correlation coe�cien t (seeAppendix C.6). The resultsof the statistical evaluation for wind speed
and wind direction at 10 m above ground level (agl), surfacetemperature, relative humidit y, and
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pressureat 2 m agl are presented in Table C.2 for the �v e simulations tested. Overall, the model
is able to reproduce local wind speed, surfaceair temperature, and pressurewith correlations
greater than 0.74 (simulation M1). For wind direction and relative humidit y, lower correlations
(0.2 - 0.4) are obtained. Wind speedand wind direction have valuesof MFB and NMB in the
range of 20 to 60 %. For surface temperature, relative humidit y, and pressure,the statistical
biasesindicate a low over-prediction of 1 to 10 %. Accordingly, RMSE reported valuesfor sur-
face temperature (1.54 °C) and wind speed (1.34 m/s) are low, those of relative humidit y (13
%) and pressure(14 hPa) are moderate, and that of wind direction is high (92°, simulation M1).
Thus, model predictions of wind direction are the worst amongthe �v e variables. Other studies
have shown RMSE values for surfacetemperature of 2.8 °C in Alaska [Molders, 2008],3.46 °C
in the southern U.S. [Zhang et al., 2006], and 2.82 °C in Paris [Kim , 2011]. For wind speed,
thesevalueswere3 m/s in Portugal [Carvalho et al., 2012],1.62m/s in the southern U.S. [Zhang
et al., 2006], and 1.93 m/s in Paris [Kim , 2011]. For wind direction, RMSE values of 92°are
comparable to the value obtained in the southern U.S. (97°, Zhang et al. [2006]), but greater
than the value obtained in Portugal (52°, Carvalho et al. [2012]). Therefore, this meteorological
simulati on shows satisfactory performancewhen comparedto other similar studies.

C.3.3 Numerical options

The evaluation of segmented simulations is reported in this section becausegrid nudging of
the NCEP initial and boundary conditions was used in all simulations. Comparison between
simulati on M5 (segmented simulations with two-day restarts) and the other simulations (M1-M4)
showed better correlations for all the variables for the long simulations without segmentation,
especially for wind components whereM5 givescorrelations of 0.55and 0.23 for wind speedand
wind direction respectively, comparedto valuesof 0.74and 0.38obtained from a long simulation
without segmentation such as M1. For other variables, di�erences between simulations are not
signi�cant. RMSE and other statistical indicator values are comparable between M5 and the
continuoussimulations. This leadsto the conclusionthat the model doesnot divergesigni�cantly
after someintegration time, which results in part from the small sizeof the D1 domain and its
two-way nesting to greater domains. On the other hand, there is considerableuncertainty in
the initial conditions, which are generatedevery two days in the non-continuous simulations
becausethese initial conditions are provided with a spatial resolution of 100 km to be used in
a simulation for Beirut with a spatial resolution of 1 km, thereby leading to biasesand errors
that are higher than those of a continuous simulation.

C.3.4 Physical parameterizations

The MYNN PBL schemeusedwith UCM (simulation M3) wasfound to producethe best statis-
tical results for all the variables. Accordingly, this physical option in�uences wind speed,surface
temperature, relative humidit y, and pressure. Using this option leads to the best correlations
amongall the simulations for all variablesexcept for wind speed. The correlationsare 0.63,0.39,
0.91, 0.31, and 0.97 for wind speed,wind direction, surfacetemperature, relative humidit y, and
pressure.For MFB, MFE, NMB and NME, no signi�cant di�erences are observed among these
simulati ons (M1-M4). In summary, M1 with the YSU scheme gives the best results for wind
speedand M3 with the MYNN schemeand UCM gives the best results for wind direction and
relative humidi ty.
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C.3.5 Best con�guration

Temporal variations for wind speed,wind direction, surfacetemperature, and relative humidit y
of the two best selectedsimulations (M1 and M3) are shown from July 2 0h00 till July 17
0h00,2011in Figure C.2 becauseafter July 17 0h00,no observations were recorded. The model
reproduceswind direction better from July 6 till July 10 in both simulations while from July 2
till July 6 and from July 12 till July 16, the model is not able to reproduce winds originating
from the East. The model reproducessatisfactorily relative humidit y for the selected period
in simulations except on July 4, 5, 15 and 16 when the model over-predicts relative humidit y.
Surfacetemperature is better reproduced in simulati on M3 than in simulation M1 which over-
predicts surface temperature. Lastly, a comparable pattern is observed with lower values for
wind speed in simulation M3 due to the use of UCM, which has an e�ect of decreasingwind
speedsdue to urbanization. In summary, the model performs better from July 6 till July 10 for
all the variables.

Clearly, the PBL scheme in� uenceswind speed, wind direction, and surface temperature
[Borge et al., 2008]. Temperature is best modeled with the MYNN scheme using UCM. This
result agreeswith that obtained by Kim [2011] in a simulation over Paris, France. Outside the
center of the city, the e�ect of UCM on temperature is not signi�cant and is compensatedby
the e�ect of the PBL scheme. For wind speed and wind directi on, no signi�cant variation is
observed betweenM1 and M3. For relative humidit y, a better correlation is obtained using the
MYNN PBL scheme,and a lower non-signi�cant correlation is obtained for wind speed. Overall,
simulati on M3 performs slightly better for most variables than simulation M1 particularly for
temperature and humidit y and we may consider that the correlation of 0.63 obtained for wind
speed in simulation M3 is closeto the correlation of 0.74 (systematic error of 18 %) obtained
in simulation M1 while the correlation for relative humidit y of 0.31 obtained in simulation M3
is signi�cantly di�eren t from the value of 0.2 (systematic error of 43 %) obtained in simulation
M1. In addition, surface air temperature and wind direction were slightly better modeled in
simulati on M3 in terms of temporal variation (Figure C.2) and NMB (Table C.2). Based on
theseconsiderations,the results obtained from simulation M3 are usedfor air quality modeling.

C.4 Air qualit y simulations

The resultsobtainedfrom Polyphemus/Polair3D wereevaluated againstmeasurements of gaseous
species(O3, NO2, VOC and CO) and PM2:5 (total massand major components) collectedat the
USJ site. Statistical indicators usedfor model evaluation include MFB, MFE, mean normalized
bias (MNB), and mean normalized error (MNE) (seeAppendix C.6).

C.4.1 Gaseous species

The basesimulation conducted with the MOZART-4 boundary conditions (A1) led to O3 con-
centrations within the D1 domain that were too high comparedto the observations by nearly a
factor of two (seeTable C.3). Sensitivity simulations were conducted where emissions of NOx

(A2) and VOC (A3) were reduced by a factor of two; these simulations did not lead to satis-
factory O3 concentrations, in part becauseof the strong in�uence of the boundary conditions.
A decreaseof NOx emissionsleadsto an increasein O3 concentrations (A2) becausethe study
area is saturated in NOx . Moreover, NOx concentrations are well reproduced by the model
in the basesimulation A1. VOC reductions are e�ectiv e in reducing O3 concentrations (A3)
due to the fact that the area of the study is consideredto be VOC-limited, having a VOC to
NOx ratio in the range of 3 to 5. However, the decreasein O3 concentrations is insu�cien t to
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Figure C.2: Temporal variation of meteorologicalvariables (observations and model simulations
M1 and M3) from July 2 till July 17, 2011;(a) : wind speed(m/s); (b) : wind direction (°); (c)
: air temperature (°C); (d) : relative humidit y (%)).
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Table C.2: Statistical performanceevaluation of the meteorologicalvariables for the WRF sim-
ulations.

Wind speed:

Simulati on RMSE (m/s) MFB (%) MFE (%) NMB (%) NME (%) Correlation
M1 1.34 34 50 43 55 0.74
M2 1.63 39 55 56 66 0.72
M3 1.54 32 56 45 62 0.63
M4 1.33 26 50 33 53 0.63
M5 1.43 35 54 45 60 0.55

Wind direction:

Simulation RMSE (°) MFB (%) MFE (%) NMB (%) NME (%) Correlation
M1 92.06 23 41 21 35 0.38
M2 93.5 24 41 21 35 0.36
M3 94.23 20 41 19 34 0.39
M4 94.6 20 42 20 35 0.35
M5 132.48 35 62 44 61 0.23

Surface air temp erature:

Simulati on RMSE (°C) MFB (%) MFE (%) NMB (%) NME (%) Correlation
M1 1.54 5 5 5 5 0.9
M2 1.19 4 4 4 4 0.91
M3 0.88 2 3 2 3 0.91
M4 1.18 4 4 4 4 0.91
M5 1.47 3 5 3 5 0.84

Relativ e humidit y:

Simulation RMSE (%) MFB (%) MFE (%) NMB (%) NME (%) Correlation
M1 12.78 4 12 4 12 0.20
M2 13.46 5 13 5 13 0.14
M3 12.65 8 13 8 13 0.31
M4 12.17 7 12 7 12 0.33
M5 11.62 5 11 5 11 0.21

A tmospheric pressure:

Simulation RMSE (hPa) MFB (%) MFE (%) NMB (%) NME (%) Correlation
M1 13.83 1 1 1 1 0.98
M2 13.85 1 1 1 1 0.98
M3 14.01 1 1 1 1 0.97
M4 14 1 1 1 1 0.97
M5 13.96 1 1 1 1 0.88
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Table C.3: Results from simulations A1 to A4 from July 2 to July 18, 2011at USJ..

O3 CO NOx PM2:5

Mean concentration Mean concentration Mean concentration Mean concentration
(� g/m 3) (� g/m 3) (� g/m 3) (� g/m 3)

Obs* 51 519 65 22
A1 95 703 69 21
A2 136 702 31 23
A3 82 702 72 20
A4 50 703 68 21

*Observations at USJ.

match the observed concentrations and VOC concentrations are already underestimatedby the
model in A1 by a factor of 2 to 3 (Table C.4). An increaseof NOx emissionsand a decreaseof
VOC emissionscould lead to satisfactory O3 concentrations, but would lead to non-satisfactory
results for VOC and NOx modeled concentrations. Therefore, a sensitivity simulation was also
conductedwith the boundary O3 concentrations halved (A4). That simulation led to reasonable
agreement with the observati ons for all gaseousspecies. A comparisonbetweensimulation A1
and simulation A4 shows that modifying the O3 boundary concentrations has negligible e�ect
on CO, NOx and PM2:5 modeled concentrations. Although a recent evaluation of MOZART-4
with ozonestudy led to satisfactory results [Emmons et al., 2010], a detailed evaluation with
PBL O3 data in the Middle East region hasnot beenconductedbecauseof a lack of data. Better
characterization of PBL air pollution concentrations in that region is neededto obtain realistic
O3 boundary concentrations.

This strong in� uenceof boundary conditions which leadsto a signi�cant overestimation of
O3 concentrations may be due to the fact that the MOZART-4 data usedduring this study have
a horizontal resolution of 280 km and are used as boundary conditions for a domain D2 with
a horizontal resolution of 5 km. It is possiblethat the use of an intermediate domain of 25 or
50 km horizontal resolution may decreasethe uncertainties generatedby the MOZART-4 data.
However, an emissioninventory for the Middle East region is not currently available and the use
of an intermediate domain D3 for air quality simulation is thereforenot feasible. In addition, we
comparedthe results of this simulation to O3 concentrations measuredin the summerof 2004in
Beirut at an urban site [Saliba et al., 2006] in order to assessthe accuracyof the simulation at
a di�eren t location than the onewhere the measurements are performed. Such comparisonsare
not true evaluations of the model becausethe years of the simulation and observations di�er.
Nevertheless,such comparisonsmay point to somepossiblebiasesin the air quality simulation
if the di�e rences cannot be justi�ed. The results show a modeled value of 1585 � g/m 3 for CO
in both simulations A1 and A4 compared to a measuredvalue of 1213 � g/m 3. For PM10, a
value of 47 � g/m 3 wasmodeled in both simulations comparedto a measuredvalue of 44 � g/m 3.
The modeledO3 concentrations are 54 � g/m 3 in simulation A1 and 32 � g/m 3 in simulati on A4,
comparedto a measuredvalue of 34 � g/m 3. Clearly, the results obtained from this evaluation
show that simulation A4 with modi�ed O3 boundary conditions leads to better results for O3

concentrations and has negligible e�ect on other pollutants. Therefore, simulation A4 is used
below.

Averagemodeledsurfaceconcentrations (over both land and sea)of O3, NO2, and CO from
July 2 to 18 are 50, 49 and 700 � g/m 3 in the inner domain (D1) and 72, 10 and 240 � g/m 3

in the outer domain (D2), respectively. The modeled surface spatial distributions of O3 and
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Table C.4: Statistical performanceevaluation for O3, NO2, NOx , CO and someVOC at USJ..

Species Obsa Modb MFB MFE MNB MNE
O3

c 51 50 -17 % 33 % -9 % 33 %
NOx 65 69 27 % 118 % 74 % 108 %
NO2 54 54 16 % 105 % 42 % 76 %
CO 519 703 20 % 41 % 55 % 73 %
TOL 19d 7e -96 % 97 % -61 % 62 %
XYL 17f 8g -87 % 89 % -55 % 58 %
� -Pinene 0.05 0.1h 37 % 97 % 261 % 301 %
Isoprene 0.62 0.4 -94 % 122 % -14 % 109 %

a) Observed mean concentrations (� g/m 3).
b) Modeled mean concentrations (� g/m 3).
c) A threshold value of 80 � g/m 3 was usedfor observations.
d) The �TOL� measuredspeciesinclude toluene, ethylbenzene,butylbenzene,isopropylbenzene
and propylbenzene.
e) The �TOL� modeled speciesincludes also other minor monosubstituted aromatics.
f) The �XYL� measured speciesincludesxylene, trimeth ylbenzenzeand ethyltolu ene.
g) The �XYL� modeled speciesincludes also other minor polysubstituted aromatics.
h) The � � -pinene� modeled speciesincludes � -pinene and sabinene.

Figure C.3: ModeledaverageO3 concentrations (left) and NO2 concentrations (right) in � g/m 3

for the outer domain D2 (T = Tripoli ; C = Chekka ; B = Beirut ; J = Jieh).
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Figure C.4: ModeledaverageO3 concentrations (left) and NO2 concentrations (right) in � g/m 3

for the inner domain D1.

NO2 concentrations for D2 and D1 (Figures C.3 and C.4) show lower O3 concentrations where
most NOx emissionsfrom industries, harbors and road tra�c occur and higher values in the
mountains. Accordingly, higher concentrations of NO2 are modelednear the coast in Beirut and
its suburbs, in the cities of Tripoli and Chekka in the north and Jieh in the south. Major sources
in thoseareasinclude densetra�c in urban areasand on highways along the coast, in particular
in Beirut and Tripoli, the Zouk power plant located on the coast north of Beirut, the Jieh power
plant and the cement plants located in the city of Chekka. Other emissionsare generatedfrom
the harbors in Beirut and Tripoli and from the international airport located on the coast south
of Beirut. Higher O3 concentrations modeled in the mountains (east of the domain) might be
related to a higher VOC/NO x ratio (Figure C.5), which is more favorable to O3 formation.

To evaluate the model concentration results at the USJ site, di�eren t statistical metrics
werecalculated for the July 2-18period, asshown in Table C.4. The model reproducessatisfac-
torily O3 concentrations (bias in the range of 9 to 17 %). MNB and MNE values for O3 of -9
% and 33 %, respectively, are within suggestedperformancecriteria [Russell and Dennis, 2000]
of 5-15 % for MNB and 30-35% for MNE. The mean NO2 concentration is well reproduced by
the model but the hourly concentrations show a positive bias. For NO2, the MNB of 42 % is
comparableto the reported value of 35 % obtained during a simulation in the North Seacoastal
region in Europe in July 2001[Matthias et al., 2008]and to the day-time and nigh-time values
of -19 % and 31 % reported in Mexico Cit y during the MCMA- 2006/MILA GRO �eld campaign
[Zhanget al., 2009]. In addition, a MNB of 74% for NOx calculatedduring this study is in better
agreement with observations than the reported value of 101 % for a simulation over Nashville,
U.S.A, in July 1999using the CMAQ model [Bailey et al., 2007]. CO concentrations show an
over-prediction by the model on the order of 30 % on average. Theseresults are comparableto
thoseof other studiesconductedin Europe, Mexico and the U.S.A [Matthias et al., 2008;Zhang
et al., 2009;Bailey et al., 2007]. Biogenic VOC concentrati ons are small (< 1 � g/m 3) for both
observations and simulations; they show an over-prediction of � -pineneby the model by a factor
of two and an under-prediction of isoprene on the order of 30 % on average. However, the � -
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Figure C.5: Modeled averageVOC/NO x ratio for the inner domain D1.

Figure C.6: Temporal variation of observed and modeledO3 concentrations in � g/m 3 from July
2 till July 13, 2011.
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Figure C.7: Modeled average PM2.5 concentrations in � g/m 3 in Lebanon and in the city of
Beirut (T = Tripoli ; C = Chekka ; B = Beirut ; S = Sibline).

pinenemodel speciesis a surrogatespeciesthat includes� -pineneand sabinene.The MNB value
of -14 % reported for isopreneis comparableto the reported valuesof 14 % and -17 % during a
simulati on in July 2004using the MOZART-4 CTM [Horowitz et al., 2007]. AnthropogenicVOC
such astolueneand xylene are under-estimatedby the model by a factor of 2 to 3. Nevertheless,
the results obtained are satisfactory becausespeciatedVOC emissionsare associated with large
uncertainties and modeled VOC concentrations, which are typically not evaluated, are subject
to signi�cant bias. Indeed, monoterpeneconcentrations are underestimated by almost a factor
of two in a simulation over the easternU.S. using the MOZART-4 CTM [Horowitz et al., 2007]
due to a signi�cant underestimation in terpeneemissionswhile isopreneemissionestimatescan
di�er by more than a factor of 3 for speci� c times and locations when di�eren t driving variables
are used in the emissionscalculations [Guenther et al., 2006]. Temporal variations for O3 are
shown in Figure C.6 from July 2 till July 13, 2011(no measurements were recordedafter July
13). The model reproducessatisfactorily the diurnal variation of O3, with a peak O3 concentra-
tion occurring between 12 pm and 1 pm for both observed and modeled values on most days.
However, on somedays (2, 3, and 9 July), a secondO3 peak is observed between9 am and 10
am. This secondpeak is not reproduced by the model.

C.4.2 Particulate pollu t ants

ModeledPM2:5 averagesurfaceconcentrations (over both land and sea)from July 2 to 18, 2011
are 10 � g/m 3 for Lebanon (D2) and 19 � g/m 3 for Beirut and its suburbs (D1). The spatial
distribution of PM2:5 concentrations (Figure C.7) shows higher concentrations (> 40 � g/m 3)
in the city of Beirut and its northern suburb, Chekka in the north and Sibline in the south.
Denseon-road tra�c, industrial sources(Zouk plant north of Beirut and the cement plants near
the coast of Chekka and Sibline) and Beirut international airport located south of Beirut lead
to signi�cant air pollutant emissions [Waked et al., 2012b]. Lower PM2:5 concentrations in the
eastern part of the domains (< 20 � g/m 3), are related to the fact that anthropogenic sources
in these areasare lesssigni�cant. This suggeststhat PM2:5 concentrations are dominated by
anthropogenic sources. Indeed, biogenic modeled SOA account for only 4 % of total PM2:5
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Table C.5: Statistical performanceevaluation for PM2:5, OC, EC and particulate sulfate, nitrate
and ammonium at USJ

Species Obsa Modb RMSE(� g/m 3) MFB MFE
PM2:5 21.9 20.8 9.75 -6 % 37 %
OC 5.6 3.57 2.93 -49 % 54 %
EC 1.8 1.17 1.05 -33 % 56 %
Sulfate 6.06 7.35 5.35 25 % 61 %
Nitrate 0.32 0.0049 0.39 -189 % 189 %
Ammonium 1.87 0.32 1.9 -114% 128%

a) Observed mean concentrations (� g/m 3).
b) Modeled mean concentrations (� g/m 3).

modeled concentrations in the inner domain D1 and 8 % in the outer domain D2. Compared
to the WHO annual guideline of 10 � g/m 3 and 24-hour averageguideline of 25 � g/m 3, PM2:5

concentrations exceedthesevaluesin large urban agglomerationssuch asBeirut and Tripoli and
in the regionsof Chekka and Sibline whereseveral cement plants are located and modeledPM2:5

are above 100 � g/m 3.
Statistical model performanceat the USJ site is presented in Table C.5. The observed value

for PM2:5 is a reconstructed massconcentration basedon the IMPR OVE method (IMPR OVE,
2011). Overall, the model reproducessatisfactorily PM2:5, OC, EC, and sulfate (SO42-) average
concentrations. MFB values in the range of -6 to 49 % and MFE values in the range of 37 to
61 % obtained during this study indicate that the model meets the performancecriteri a (-60
% 6 MFB 6 + 60 % and MFE 6 75 %) suggestedby Boylan and Russel(2006). For nitrate
and ammonium, there is a large underestimation of the model. This high underestimation could
be related to uncertainties in NH3 emissions. The MFB and MFE reported values of -49 %
and 54 % obtained for OC during this study are in agreement with the valuesof -37 % and 50
% reported for Europe in another simulation conducted using Polyphemus/Polair3D [Couvidat
et al., 2012a]. In a simulation conducted with the CMAQ model over the eastern U.S., MFB
values for PM2:5, OC and EC were -3 %, 37 % and 14 %, respectively [Bailey et al., 2007].
Thoseare lower than the valuesreported here (Table C.4). However, for sulfate a MFB of 25 %
reported here is lower in absolutevalue than the value of -35 % reported by Bailey et al. [2007].

C.5 Conclusion

A modeling study of meteorology and air pollution in Beirut was conducted for the period of
July 2-18, 2011 using WRF and Polyphemus/Polair3D. WRF reproducessatisfactorily the di-
urnal variations for temperature, wind speed, relative humidit y and atmospheric pressureand
agreesrelatively well with observation of wind direction especially from July 6 to July 10, 2011.
The WRF results show acceptableperformancecompared to values reported in other studies
in Europe and the United States,however, measurements were available for model performance
evaluation only at onesite. The air quality modeling results in Beirut, show higher NO2 concen-
trations near the coast in the city of Beirut and its northern suburb and lower O3 concentrations
within the city limits. Highest values for PM2:5, OC, and EC are modeled with in the city lim-
its suggestingthat the major sourceswhich lead to the formation of PM2:5 are anthropogenic
sources.The CTM performanceevaluation results show that Polyphemus/Polair3D reproduces
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satisfactorily O3, PM2:5, OC, EC, and sulfate concentrations. Statistical indicators obtained
for the major pollutants are in the range of other studies conducted in Europe and the U.S.A.
Furthermore, the O3 diurnal variation is well reproduced by the model. This modeling study is
the �rst one conducted for Beirut. It provides an overview of the pollutant concentrations in
the summer of 2011. Future work should focus on the improvement of the input data such as
the emissioninventory and the meteorologyin order to reducebias and errors betweenmodeled
and observed concentrations. Moreover, observational data from more than one site are needed
in order to better evaluate the model. A measurement campaignwill be conducted in 2013in a
road tunnel in Beirut in order to obtain speci�c road transport emissionfactors representativ e
of the Lebanese�eet.

C.6 Supplemen tary materials

Table C.6: De�nitions of the statistical indicators.
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ci : modeled values,oi : observed values,n: number of data.
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