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Abstract

The e ects of two gas-phasechemical kinetic medanisms, Regional Atmospheric Chemistry
Mechanismversion2 (RACM2) and Carbon-Bond 05 (CB05), and two secondaryorganic aerosol
(SOA) modules, the SecondaryOrganic Aerasoi Model (SORGAM) and AER/EPRI/Ca Itech
model (AEC), on ne (aerodynamic diameter 2.5 m) particulate matter (PM2.5) formation
is studied. The major sourcesof uncertainty in the chemistry of SOA formation are investigated.
The use of all major SOA precursorsand the treatment of SOA oligomerization are found to
be the most important factors for SOA formation, leading to 66% and 60% more SOA, respec-
tively. The explicit represeration of high-NOx and low-NOx gas-phasechemical regimesis also
important with increasesn SOA of 30 120% depending on the approad usedto implemernt the
distinct SOA yields within the gas-phasechemical kinetic medanism; further work is neededto
dewelop gas-phasemedanismsthat are fully compatible with SOA formation algorithms. The
treatment of isopreneSOA as hydrophobic or hydrophilic leadsto a signi cant di erence,with
more SOA being formed in the latter case. The activity coe cien ts may alsobe a major source
of uncertainty, asthey may di er signi cantly between atmospheric particles, which contain a
myriad of SOA, primary organic aerosol (POA), and inorganic aerosol species, and particles
formed in a smogchamber from a single precursorunder dry conditions. Signi cant interactions
exist betweenthe uncertainties of the gas-phasechemistry and those of the SOA module.

A.1 Intro duction

Modeling air quality requires a complex system,which includesalgorithms to simulate transport
processesa chemical kinetic medtanism, and an aerosolmodule. Various gas-phasanecanisms
are currently available to simulate ozoneformation and seweral aerosol modules are alsoavailable
to simulate the ewlution of particulate matter (PM) chemical composition and sizedistribution.

A few studies have been conducted to investigate the e ect of the gasphase chemical kinetic
mechanism [Luecken, 2008; Sarwar et al., 2008]or the e ect of the aerosolmodule [Pun et al.,
2003; Morris et al., 2006; Bailey et al., 2007] on secondaryPM formation. The objective of
this work is to ewvaluate the di erences in ne (aerodynamic diameter 2.5 m) PM (PM2:;5)
concertrations that result from the useof two di erent chemical mecanismsand PM,.5 modules,
with a special emphasison identifying the major sourcesof uncertainties for secondaryorganic
aerosol(SOA) formation. First, the models usedin this study are briey described and model
performanceevaluation against obsenations from routine monitoring networks is summarized.
Then, PM2.5 concertrations simulated using two di erent gas-phasechemical mecanisms and
two secondary organic aerosol modules are compared. In particular, we investigate whether
the uncertainties assaiated with thosetwo distinct typesof modules (gas-phasechemistry and
secondaryaerosolformation) are additive or whether their combination is nonlinear.

A.2 Description of the models

The air quality model usedin this work is the threedimensional(3D) Eulerian chemical-transport
model POLAIR3D of the Polyphemus modeling platform [Sartelet et al., 2007 Mallet et al.,
2007].

Two recent gas-phasemecanismsare usedin the following simulations: the Carbon-Bond
05 medianism (CBO05) [Sarwar et al., 2008] and the Regional Atmospheric Chemistry Mecha-
nism version2 (RACM2) [Goli and Stockwel, 2008]. The former is basedon the carbon-bond
formulation to represen organic chemistry, whereas the latter usesa surrogate moleculerepre-
sertation. Somedi ere ncesalso exist in the selectionand kinetics of someinorganic reactions,
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Table A.1: Major characteristics of the SORGAM and AEC SOA modules.
Characteristics SORGAM AEC
. . Aromatics, long-chain alkanes, long-
Aromatics, long-chain alkanes, long- . :
Precursors ; chain alkenes, isoprene, monoterpenes,
chain alkenes,monoterpenes .
sesquiterpenes
SOA species Two surrogates per precursor and oxi-  Surrogatemolecular speciesselectedac-

Gas/particle parti-
tioning

Non-ideality of the
particulate phase

Gas-phase chem-
istry

Particulate-phase

dation pathway

Absorption into an hydrophobic organic
phase

Assumedconstart and identical to that
implicitly assumedin the gas/particle
partitioning from the smogchamber ex-
periments

SOA vyields for the rst oxidation step
with high-NOy conditions

None

cording to physicochemical properties
Absorption of hydrophobic SOA into
an organic phaseand absorption of hy-
drophilic SOA into an aqueousphase

Calculated via activity coe cien ts

SOA yields from various oxidation
stepswith both high-NOy and low-NOy
pathways

Oligomerization as a function of pH

chemistry

asdiscussedby Kim et al. [2009]. For PM,.5 formation, the ISORROPIA module [Neneset al.,

1999], version 1.7, is usedfor inorganic species. For SOA formation, two distinct modules are
used: the SORGAM module [Schel et al., 2001],which usesthe two-compound Odum approac

[Odum et al., 1996b],and the AEC module [Pun et al., 2006; Debry et al., 2007b], which sim-
ulates both hydrophilic and hydrophobic organic aerosols.The two-compound Odum approac

consistsin usingtwo surrogate SOA compoundsto represen SOA formation from a given precur-

sor and the rst step of oxidation (e.g., oxidation by the hydroxyl radical, ozone,or the nitrate

radical). The stoichiometric coe cien t and gas/particle partitioning coe cien t of ead surro-
gate SOA compound are estimated by tting this empirical model to smog chamber data [Odum
et al., 1996b]. The treatment of gas/particle partitionin g assumesthat the SOA compounds
absorb into a hydrophobic organic particle. This two-compound Odum approad is currently

usedin many air quality models such asthe Community Multiscale Air Quality (CMA Q) model
[Carlton et al., 2010a],the Comprehensie Air quality Model with extensions(CAMx) [Gaydos
et al., 2007], the Weather Researth & Forecast model with Chemistry (WRF/Chem) [Zhang
et al., 2010a],the European Monitoring and Evaluation Programme (EMEP) model [Simpson
et al., 2007],the European Air pollution and Dispersion (EURAD) model [Schel et al., 2001],
and POLAIR3D/P olyphemus [Sartelet et al., 2007]. The AEC hydrophobic/hydrophilic SOA

approad is usedin sewral models such as CMAQ [Zhang et al., 2004], WRF/Chem [Zhang
et al., 20104, POLAIR3D/P olyphemus [Debry et al., 200D], and CHIMERE [Bessagnetet al.,

2008]. Thus, as for the gas-phasechemistry, two operational formulations for SOA formation

are considered. SORGAM represeits a standard SOA formulation with hydrophobic absorption
of SOA into organic particles, whereasAEC includes a more complete set of physicochemical
processedor SOA formation. In particular, AEC treats hydrophilic SOA in addition to hy-
drophobic SOA and it accourns for the variable nonideality of particles via the calculation of
activity coe cien ts; in addition, the AEC versionused heredistinguishesbetweenhigh-NOy and
low-NOy regimesfor SOA yields, it includesmore SOA precursors(isopreneand sesquiterpenes)
than SORGAM, and it treats pH-dependert oligomerization processes.Table A.1 summarizes
the main characteristics of thesetwo SOA modules.

Kim et al. [2009] preserted a detailed discussionof the results of an application of the air
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(c) [PM 2:5]ae ¢ - [PM 2:5]sorcam (d) [PM 2:5]ae ¢ - [PM 2:5]sorcam )/[PM  2:5]aE

Figure A.1: PM,.5 concerrations ( g/m3) over Europe simulated with AEC and SORGAM for
SOA formation and RACM2 for gas-phasehemistry. Resultsare averagedover the 1-morth sim-
ulation of 15 July to 15 August 2001: (a) [PM2:s]ae c (top left); (b) [PM2s5lsorcam (top right);

(c) [PM25]ae ¢ - [PM2:s]sorcam (bottom left); (d) ([PM2:s]ae ¢ - [PM2:s]sorcam )/[PM 2:5]ae ¢
(bottom right)

quality model with CB05and RACM2 to Europefor the period 15July to 15August 2001. Model
performanceevaluation for hourly ozone(O3) concerirations shavs meannormalized error and
bias of 23% and 9% for RACM2 and 21% and 4% for CB05, normalized mean error and bias of
43%and 30%for RACM2 and 39%and 25%for CB05, and meanfractional error and bias of 22%
and 5% for RACM2 and 21%and 0% for CBO05 (a threshold of 60 ppb was usedfor the obsered
hourly O3 concerirations). This model performanceis satisfactory comparedto guidelines of
mean normalized error and bias lessthan or equal to 35% and 15%, respectively [Russel and
Dennis, 2000]. Averagedi erences in O3 concernrations betweenCB05 and RACM2 are on the
order of 3 ppb, that is, about 5%. Maximum di erences are 6 ppb (9%). It was concluded
that both inorganic and organic chemistry cortributed to di erences betweenthe medanisms.
Formation of inorganic PM is identical in thosetwo simulations and di erences are due solelyto
the SOA formation modules. When using RACM2, the PM».5 meanfractional error and bias are

134



41% and -4% with AEC and 45% and -16% for SORGAM, respectively; the normalized mean
error and bias are 38% and 2% with AEC and 40% and -8% for SORGAM, respectively. When
using CBO05, the PM 2.5 meanfractional error and bias are 37% and -4% with AEC and 47%and
-22%for SORGAM, respectively; the normalized meanerror and bias are 36%and 1% with AEC
and 44% and -15% for SORGAM, respectively. Thesevaluesare within the performancegoals
recommendedby Boylan and Russel [2006]. Model performanceis comparable for the inorganic
componerts and the di erences in model performanceare due to the particulate organicfraction
(no particulate organic carbon measuremets are available from the EMEP monitoring network
for the period consideredhere). Therefore, model performanceis satisfactory for PM,.5 with
both gas-phasechemical metanismsand both SOA modules and commensuratewith those of
other models for atmospheric PM [Russel, 2008].

A.3 Sensitivit y of PM concentrations to the aerosol module

The sensitivity of PM concerirations is rst investigated with respect to the aerosol module.
The molecule-basedormulation of RACM2 is more conducive to detailed interactions between
gas-phasechemistry and SOA formation than the carbon-bond formulation of CBO5; therefore,
RACM2 is usedhere for the gas-phasechemistry.

Figure A.1 presens the PM,.5 concerrations simulated with AEC and SORGAM over Eu-
rope, as well as the di erences between the two model simulations. Overall, more PMy:5 is
formed with AEC than with SORGAM. Thisresult is due to the fact that more SOA formation
processesire included in AEC (seeTable A.1). Di erences are signi cant; they reach 6-7 g/m?3
in parts of northern Italy, southwestern France, northern Spain, and North Africaand arein the
rangeof 3-6 g/m? in southern Sweden(the Europeanregulation is20 g/m? for annual concen-
trations). Relative di erences follow a similar spatial pattern with di erences up to 40% (with
respect to the AEC simulation) in southern Sweden, southwestern France, and Austria. These
results highlight that uncertainties in PM formation greatly exceedthose in ozone gas-phase
chemistry, which is consistent with earlier ndings [Pun et al., 2003; Bailey et al., 2007].
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BecauseSORGAM and AEC represen two ends of a spectrum of SOA models, it is of
particular interest to investigate which of the structural di erences that distinguish SORGAM
from AEC cortribute the most to the dierences in simulated SOA concenrations: number
of SOA precursors, treatment of high- versuslow-NOy regimes,treatment of hydrophilic SOA,
treatment of the variability of activity coe cien ts, or treatment of oligomerization. To that
end, we conducted a seriesof simulations with SORGAM and AEC that involve modi ¢ ations
to the SOA modules to represen these various structural modi cations. In addition to these
structural changes the in uen ce of the erthalpies of vaporization on SOA concenrations was
also investigated. Table A.2 presens the characteristics of the SOA modules used in those
sensitivity simulations.

Figures A.2 and A.3 presert the SOA concerirations averagedover the 1-morth simulation
period for eadh of the eight simulations. Di erences betweena model simulation and the simula-
tion of the neaest model in terms of formulation arealsopresered. Overall, SOA concerirations
increaseasthe SOA module ewlvesfrom SORGAM (the simplest medanistic represertation of
SOA formation) to AEC (the most complete represemation of SOA formation processes).The
results are discussedin detail below.

The values of the enthalpies of vaporization for the equilibrium calculations of SOA have
been shown to have somee ects on average SOA concertrations [Zhang et al., 2007b] as well
as on their diurnal patterns [Pun and Seigneur, 2008]. Accordingly, we replaced the original
enthalpies of vaporization of SORGAM (156 kJ/mol for all SOA) by a value of 88 kJ/mol,
which better re ects the more recent valuesusedin AEC, as shown in Table A.2 (SORGAM-

H). The di erencein SOA concerirations averagedover the ertire domain is low (0.01 g/m3)
becauseahereare both positive and negative di erences in various parts of the domain depending
on temperature. In areaswith the lower temperatures (the Alps, the PyreneanMountains, and
Sweden), the decreasein the enthalpies of vaporization leadsto a decreasen SOA concerirations
by as much as0.5 g/m? becausethe experimental data usedin the SOA model were obtained
at greater temperatures than those modeled in those areas and the temperature correction,
which leadsto greater SOA concernrations as the temperature decreasesjs lessfor a smaller
value of the enthalpy of vaporization. For the other areaswhere the temperatures are higher,
the opposite e ect is obtained. The lower enthalpy of vaporization used in SORGAM- H
leadsto lessdisplacemen of the gas/particle equilibrium toward the gas phaseand the SOA
concerirations are consequertly greater than in SORGAM by up to 0.2 g/m?3.

Adding somerepresetation of the NOy regime for SOA formation (SORGAM-N Oy) has
somee ects becauseSOA formation is more important for aromatics and monoterpenes(which
are major SOA precursorsin SORGAM) under low-NOy conditions than under high-NOy con-
ditions according to the smog chamber results of Ng et al. [2007a,b]. Here the stoichiometric
coe cien ts and parti tioning coe cien ts of Ng et al. [2007a,b]were usedfor the low-NOy regime.
Becausemost SOA formation at the regional scaleoccursunder low-NOy conditions, SOA yields
increasewhen one allows the medanism to treat both high- and low-NOy regimes. The e ect
depends, howewer, on how the low-NOy versushigh-NOy regimesare implemented in the gas-
phasechemicd kinetic mechanism. On one hand, if one simply usesthe low-NOy regime SOA
yieldsin the rst oxidation step of the precursorspecies(for both aromatics and monoterpenes),
thereby neglectingthe occurrenceof the high-NOy regimefor SOA formation, the di erences in
SOA concertrations are signi cant: they reach 2 g/m? in northern Italy and are about 0.35

g/m? on average over the ertire domain (not shown). On the other hand, if one implemerts
the high-NOy and low-NOy SOA vyields in later oxidation steps corresponding to reactions of
precursor oxidation products with nitrogenous speciesand peraxyl radicals, respectively, but
for aromatics only (becauseof insu cien t information for monoterpenes), the di erences are
smaller, becausethe overall SOA yields include a combination of all oxidation routes and the
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(@)

(b)

(d)

(f)

(h)

Figure A.2: Simulations of PM2:s SOA ( g/m?®) over Europe with RACM2 for gas-phase chemistry and
distinct SORGAM modules for SOA formation: (a) SORGAM (rst row); (b) SORGAM- H (secondrow left);
(c) [SORGAM- - SORGAM] (secord row right); (d) SORGAM-NO yx (third row left); (e) [SORGAM-NO
- SORGAM- H] (third row right); (f) SORGAM-bio (fourth row left); (g) [SORGAM-bio - SORGAM-NO ]
(fourth row right); (h) Super-SORGAM (fth row left); (i) [Super-SORGAM - SORGAM-bio] (fth row right).
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(@) Mini-AEC (b) Mini-AEC - AEC-no-oligo

(c) AEC-no-oligo (d) AEC-no-oligo - AEC

(e) AEC

Figure A.3: Simulations of PM»5 SOA ( g/m?) over Europe with RACM2 for gas-phasechem-
istry and distinct AEC modulesfor SOA formation: (a) Mini-AEC (rst row left); (b) [Mini- AEC
- AEC-no-oligo] (rst row right); (c) AEC-no-oligo (secondrow left); (d) [AEC-no-oligo - AEC]
(secondrow right); and (e) AEC (third row).
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low-NOy regimeis not treated for monoterpenes. Then, as shavn in Figure A.2, the di erences
in SOA concertrations reach 1.4 g/m3 in Sweden southwestern France, and North Africa and
approach 1 g/m3 in northern ltaly; they are, however, only 0.08 g/m? on average. Thesetwo
results underscorethe importance of treating the e ect of the NOy regimewith su cien t detalil
in the gas-phasemedanism and further work is neededto dewelop gas-phasechemical kinetic
mecanismsthat can better integrate the dependencyof SOA yields on NOy regimes.

Adding isgprene and sesquitergnesas precursorsof SOA alsoincreaseshe SOA concertra-
tions (SORGAM-bio). The e ect of NOx regimesis alsoincluded in this simulation. Howewer,
SOA formation from sesquitergnesis assumedo be lower under low-NOy conditions than under
high-NOy conditions following Ng et al. [2007a]. For isoprere, no NOx dependencyis considered
here, following Zhang et al. [2007b]. The enthalpy of vaporization usedby Zhang et al. [2007b]
was usedfor isoprene SOA; this value is in good agreemem with the more recert experimertal
values of Kleindienst et al. [2009]. The enthalpy of vaporization usedby Pun et al. [2006]was
usedfor sesquiterpene SOA. Most of the increasein SOA concerrations is due to isopreneox-
idation rather than sesquitergene oxidation [Debry et al., 2007b]. The largest increasesoccur
in the lower latitudes where temperature and solar radiation are greater and, therefore where
isopreneemissionsare higher. The SOA conceriration increasereacdhes1.4 g/m?2 in the eastern
part of the domain and is 0.25 g/m?2 on averageover the ertire domain.

SOA formed from isoprene oxidation are believed to be hydrophilic and, therefore, may
absorbinto aqueousparticles rather than into hydrophobic organic particles [Pun, 2008]. The
anit y of those SOA compounds for aqueousparticles is signi cantly larger than for organic
particles, which could lead to greater SOA formation under humid conditions; for example,
Pun [2008] calculated that SOA concertrations due to isoprene oxidation could be up to 5
times greater under humid conditions than under dry conditions. To accourt for this process,
a simple parameterization is incorporated in the version of SORGAM, which already includes
NOy regimesand all terpeneprecursors. This parameterization accouris for a linear increasein
isopreneSOA formation as a function of relative humidity (RH) (Super-SORGAM): K;(RH) =
Ki(RH = 0) (1 + 4 RH), whereKj, i = 1, 2, are the patrtitioning constarts of the two isoprene
SOA speciesand RH is expressedas a fraction (i.e., RH = 1 at 100% relative humidity). This
parameterization leads to about 5 times more isoprene formation at 100% relative humidity
than at 0% relative humidity, following the simulation results of Pun [2008]. The result shavs
an increasein SOA concerrations in regionswhere SOA formation from isopreneis signi cant,
that is, mostly near the Mediterranean Sea. They reach 0.5-0.8 g/m? in northern Italy and
northern Spain, where SOA concerirations are in the 2-3 g/m? range. They are lessthan 0.1

g/m2 in northern Europe, where SORGAM-NO, SOA concerirations are mostly lessthan 2
g/m3.

AEC was simplied to obtain a version that closely resenbles the formulation of Super-
SORGAM, hereafter referred to as Mini-AEC. In that version, the activity coe cien ts are set
to one (i.e., assumingideal solutions) and oligomerization of SOA in the particulate phaseis
not simulated. The e ect of activity coe cien ts setto one (ideal organic and aqueoussolutions)
for particulate SOA leadsto a decreasein SOA concerrations of about 10% on average(0.08

g/m?3). This relatively small e ect, for example, comparedto the di erencereported by Pun
[2008]is due in part to compensating e ects for hydrophobic parti clesand aqueousparticles. In
someareas, the e ect can be signi cant with the largest di erences (> 0.5 g/m?3) occurring in
southern Sweden, southwestern France, Corsica, and North Africa.

The two other versionsof AEC used here include one where only oligomerization [Pun and
Seigneur, 2007]is not taken into accourt but the activity coe cien ts are calculated (referred
to as AEC-no-oligo), and the base AEC con guration where all processesare simulated (see
Table A.1).
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(@) [PM 2:5]cBos:ae ¢ - [PM 2:5]cBo0s5;5s0RGAM (b) [PM 2:5]rac M 2:4E ¢ - [PM 2:5]rAC M 2:50RGAM

(©) [PM 2:5]rac M 2.4E ¢ - [PM 2:5]cBos;aE ¢ (d) [PM 2:5]rac M 2s0RGAM - [PM 2:5]cB05;5s ORGAM

Figure A.4: Diere ncesin PM,.5 concerrations ( g/m3) over Europe simulated with RACM2
and CBO5 for gas-phasechemistry and with AEC and SORGAM for SOA formation. Resuts
are averagedover the one-morth simulation of 15 July to 15 August 2001: (a) [PM2:5]ceosAE ©
- [PM2slceos;sorcam  (top left);  (b) [PMaslracmzaec - [PM2s]lracm2;sorcam  (top
right); (c) [PM2a:slracm2aE ¢ - [PM2slcsosae ¢ (bottom left); (d) [PM2ass]lracm2;sorcam -
[PM2:s]cBos;sorcam  (bottom right).

Neglecting oligomerization has a signi cant e ect with an average decreaseof 0.57 g/m?
in SOA concerirations over the ertire domain. The largest decreae occursin North Africa (up
to 8 g/m?3). Decreasesn southwestern France and Austria are up to 5 g/m3. Signic ant
increasesare also obtained over southern Sweden. These regions have signi cant emissionsof
monoterpenes,which are precursorsof the aldehyde SOA surrogate speciesthat is subject to
oligomerization in AEC.
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A.4 Joint sensitivit y of PM concentrations to the gas-phase chem-
istry and aerosol module

The joint sensitivity of PM concerrations to di erert treatments of both gas-phasechemistry
and SOA formation is investigated. In particular, we evaluate whether the e ects of gas-phase
chemistry and SOA formation are simply additive or whether synergistic or antagonistic e ects
are signi cant. Figure A.4 preseris the di erences in PM2.5 concertrations averagedover the 1-
month simulation obtained with the four possiblecombinations of gasphasechemistry (RACM2
and CBO05) and SOA modules (SORGAM and AEC).

The e ect of the gas-phasechemical mectanism di ers depending on which aerosolmodule
is used. With both aerosolmodules, the averagePM».5 concerration is greater with RACM2
than with CB05: when SORGAM is used, the di erence in PMj.5 concerrations is 6% on
average;it is 3% on averagewhen AEC is used. Thesedi erences are commensuratewith the
5% di erence obtained for ozoneconcerrations betweenCB05 and RACM2 [Kim et al., 2009];
howewver, the PM,.5 di erences result from compensating di erences in inorganic and organic
PM,.5 concerirations. Secondaryinorganic aerosolconcerrations are greater on averagewith
RACM2 than with CBO5 by about 14%. On the other hand, SOA concerirations are greater
with CBO5 than with RACM2. The dierence is only 3% with SORGAM, but it is 20% on
averagewith AEC. This larger di erence obtained with AEC is due in part to the fact that
AEC takesinto accourt the in uence of the NOy regime on SOA formation explicitly. At low
NOy concertrations, the formation of organic peraxide SOA is favored, whereas at high NOy
concerrations, the formation of other condensabé products suc as organic nitrates is favored.
Becausethe SOA vyields di er for thosedistinct SOA species,the gas-phasechemical mecanism
hasa strong in uence on the SOA formation rate, particularly in the transition regime between
high-NOy and low-NOy regimes(i.e., asthe air mass is transported, for example, from an urban
areato a remote location). CB05 switchesmore rapidly from a high-NOx regimeto a low-NOy
regime than RACM2, as documerted by a map of HO»/NO concernration ratios (not shown),
which are greata with CBO05 than with RACM2. As a result, CB05 is more conducive to SOA
formation than RACM2.

This result demonstratesthat the formation of SOA is very closely tied to the gas-plase
chemical kinetic mecanism becausethe types of SOA formed and, therefore, the SOA vyields
dier in low-NOy versushigh-NOy regimes. Consequetly, uncertainties in the gas-phasechem-
istry and the aerosolmodule should not be treated separately but jointly.

A.5 Conclusion

The gas-phasechemical metanism and aerosolmodule usedin air quality models are shown to
in uence the simulated ozoneand PM concertrations. Dierences in SOA formation resulting
from the useof di erent modulesare more signi cant than thosedueto gas-phasechemistry and
canbe up to about 65%. The major sourcesof thosedi erences include the following: the list of
VOC included as VOC precursors (+66%, particularly isoprene,+44%), the explicit treatment
of high-NOy and low-NOy regimesin the gas-phasechemistry leadingto SOA (+ 32%to +122%
depending on the implemertation withi n the gas-phasechemical mecanism), and the treatment
of oligomerization (+60%). Further work is neededto develop gas-phasechemical kinetic med-
anismsthat canexplicitly accoun for di erent SOA vyields depending on the oxidation pathways
for high-NOy (e.g., organonitrate formation) and low-NOy (e.g., peraxide formation) regimes.

The erthalpiesof vaporization have a small e ect on average(4%) but may have an important
e ect locally with lower valuesleading to lessSOA in regionswith low temperature and more
SOA in regionswith high temperature.
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The treatment of activity coe cien ts in the particul ate phasehasa small e ect on average
(+9%); however, the e ect can be signi cant in some areas. Furthermore, the values of the
activity coe cien ts may di er signi ca ntly betweentheir implicit valuein SORGAM and their
calculated values in AEC becausethe activity coe cien ts of an SOA compound may dier
signi cantly betweentheir valuesin a smogchamber experiment with only one precursor and
ammonium sulfate seedparticles under dry conditions and the atmospherewhere a myriad of
SOA and POA speciesinteract with inorganic salts and water.

The treatment of isopreneSOA (hydrophobic in SORGAM and hydrophilic in AEC) has a
signi cant e ect on SOA concerrations: 0.15 g/m?3 of isopreneSOA is formed with SORGAM,
whereas0.34 g/m?3 is formed with AEC. This result is consistert with that obtained by Pun
[2008], who found a large increasein SOA concertration when hydrophilic SOA condensedin
an aqueousphase. Howewer, the two models di e r becauseAEC includes interacti ons among
SOA and inorganic salts in the aqueousphase,whereasthe model of Pun [2008]only considered
SOA in the aqueousphase. Further investigations appear warranted to better characterize the
e ect of an atmospheric aqueousparticulate phaseon isopreneSOA. Aqueous-phasdormation
of SOA specieswas not consideredhere;it could be a signi cant factor [Pun et al., 2000; Lim
et al., 2005;Carlton et al., 2008;Ervens et al., 2008;El Haddadet al., 2009; Deguillaume et al.,
2009]and should be investigatedin future work.

The uncertainties due to the gas-phasechemistry and to the aerosolmodule are not addi-
tive and somestrong nonlinearities occur for PM concenrations. In this study, one gas-phase
chemical mechanism led to greater secondaryinorganic aerosolformation, but to lesssecondary
organic aerosolformation dueto the intricate interactions betweenthe gas-phasenedanismand
secondaryaerosolformation processes.Theseresults have implications for air quality modeling
in general,asthey highlight which processesppearto be the mostimportant for SOA modeling
and the uncertainties assaiated with neglectingor parameterizing those processes.
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App endix B

Impact of biogenic emissionson air
guality over Europe and North America

Cet appendiceest constitué de
Sartelet, K., Couvidat, F., Seigneur,C. et Roustan, Y. (2012). Impact of biogenic emis-
sions on air qualit y over Europ e and North America . Atmos. Environ., 53:131141.
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Abstract

This study aimsto comparethe relative impact of biogenic emissionson ozone(O3) and partic-
ulate matter (PM) concerirations between North America (NA) and Europe. The simulations
are conducted with the Polyphemus air quality modeling system over July and August 2006.
Prior to the sensitivity study on the impact of biogenic emissionson air quality, the modeling
results are comparedto obsenational data, as well asto the concernrations obtained by other
modeling teams of the Air Quality Model Evaluati on International Initiativ e (AQMEI 1) study.

Over Europe, three distinct emissioninvertories are used. Model performanceis satisfac-
tory for Oz, PM1g and PM».5 with all invertories with respect to the criteria described in the
literature. Furthermore, the rmse and errors are lower than the average rmse and errors of
the AQMEII simulations. Over North America, the model performance satis es the criteria
described in the literature for O3, PM1p and PM2.s. Polyphemus results are within the range
of the AQMEI | model results. Although the rmse and errors are higher than the averageof the
AQMEI I simulations for Osz, they are lower for PM 19 and PM 5.

The impact of biogenicand anthrop ogenicemissionson O3 and PM concertrations is studied
by removing alternativ ely biogenic and anthrop ogenicemissionsin distinct simulations. Because
biogenic speciesinteract strongly with NOy, the impact of biogenic emissionson O3 concerira-
tions varies with variations of the Volatile Organic Compound (VOC)/NO  ratio. This impact
is larger over NA than Europe. O3 decreasesy 10-11%in averageover Europe and 20% over
NA. Locally, the relative impact is also higher in NA (60% maximum) than in Europe (35%
maximum). O3 decreasesiear large urban certers where biogenic emissionsare large (e.g., Los
Angeles, Chicago, Houston in NA, Milan in Europe).

Most of secondaryorganic aerosols(SOA) formed at the cortinental scaleover Europe and
NA are biogenic aerosols. Eliminating biogenic emissionsreducesSOA by 72% to 88% over
Europe and by 90% over NA. Howewer, biogenic SOA are not only impacted by biogenic but
also by anthrop ogenic emissions: eliminating all anthrop ogenic emissionsa ects oxidant levels
and the absorbing carbon mass,reducing the formation of SOA by 15 to 16% over Europe and
by about 10% over NA; Furthermore, locally, the reduction may be as large as 50%, especially
over large urban certers in Europe and NA.

B.1 Intro duction

Ozone (O3) and particulate matter (PM) concerrations are believed to contribute to adverse
health e ects [Ostro and Chestnut, 1998] and climate change [Yu et al., 2006]. Emissions of
volatile organic compounds (VOC) and nitrogen oxides(NOy) a ect both O3 and PM concen-
trations. Emissionsare from di erent origins: anthropogenic, biogenic, marine, natural and
re-suspendeddust and biomass burning. Biogenic VOC (BV OC) emissionsare highestin sum-
mer [e.g. Guenther et al., 1995; Steinbrecher et al., 2009]. During the summer hea wave of
2006,03 concerrations frequertly exceededair quality standards over Europe [Struzewskaand
Kaminski, 2008]. The year 2006 was also the second-hottestyear in North America (NA) since
the mid 1900s.As BV OC emissionsdepend on light and temperature, their impact on air quality
during the summer 2006 may be high. Becauseprecursor emissionregulations can only target
anthrop ogenicemissions high biogenicemissionsare not controllable and it is essetial to under-
stand how they may increasedi culties in meeting air quality standards via their interacti ons
with anthrop ogenicspecies.

Over Europe, Curci et al. [2009]shaved that for the years1997,2000,2001and 2003,BVOC
emissionsincreased summer daily O3 maxima by 5% on average. They also found that the
averageimpact is higher during the hot summer of 2003than during the other cooler summers.
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Over the northeasternUnited States, Pun et al. [2002b]estimatedthe cortribution of biogenic
emissionsto O3 and PM .5 for a few days in July 1995. They showed that the cortribu tion to
O3 was lower than 23%. The cortribution to PM2.5 was low (4 to 13%). Pun et al. [2002b]
argued that it is becauseof the long life-time of PM,.s, and the relatively short time period
and small spatial domain of the simulations. In their simulations, biogenic secondaryorganic
aerosolg(SOA) only contributed to a small fraction of PM,.5 and isopreneSOA wasnot modeled.
Mueller and Mallard [2011]studied the relative contributions of natural to total emissionsover
the United States. They found that biogenicemissionswerethe primary sourceof ne particles
in all parts of the courntry. For the easternUnited States, Hogrefe et al. [2011]found that the
impact of uncertainties in biogenic estimatesfrom two models on O3 and PM» 5 is signi cant.
Koo et al. [2011] studied the impact of natural emissionson anthrop ogenic emission control
strategies,and found substartial uncertainties in current represenation of natural sources,such
aslightning NO emissionswhich a ect O3 concerrations in the southeastern US wherebiogenic
VOC emissionsare large.

AnthropogenicNOy concertrations may increasethe oxidation of BVOC and the formation of
O3 and PM. Curci et al. [2009]and Pun et al. [2002b]found that O3 production is more impacted
by BVOC emissionsin metropolitan regionsthan in rural areas. O3 production dependson the
initial amourts of VOC (non-methane VOC)/NO 4 ratio (in ppbC/ppb, seethe ozoneisopleth
diagram of Seinfeld and Pandis [1998]for example). The variations of this VOC/NO  ratio is
usedin this paper to understand the variation of the O3 production regime. Hoyle et al. [2011]
detailed the medhanismsthrough which the anthrop ogenic emissionsenhancethe formation of
biogenic SOA: anthrop ogenic emissionsimpact the concernration of oxidants (O3, OH, NO3),
which oxidize BVOC to form semi-wlatile species,and anthropogenic primary organic aerosols
may sene asan absorbingmedium favoring their condensation. Carlton et al. [2010b]estimated
that more than 50% of biogenic SOA in the easternU.S. can be cortrolled via the in uence of
anthrop ogenicemissionson biogenic SOA.

For the Air Quality Model Evaluation International Initiativ e (AQMEI ) study, seweral air
quality models were compared over North America (NA) and Europe [Rao et al., 2011]. One
of these models (Polyphenus) is used here to investigate the e ect of biogenic emissionson
air quality. The model is described in the rst section. Then, its performanceis evaluated by
comparisonsto available obsenations in the Ensenble system [Bianconi et al., 2004] as well
as by comparisonswith other models of the AQMEII study. Over Europe, four simulations
are conducted with and without biomassburning emissionsand with di ere nt anthrop ogenic
emissioninvertories and biogenic emissionsdhemes. Over North America (NA), the simulation
is conducted using the default data provided for the AQMEI | study. Finally, the relative impacts
of biogenic and anthrop ogenicemissionson air quality over Europe and NA are estimated and
comparedfor the di erent Polyphemus simulations.

B.2 Mo del Description

The Polyphemus air-quality modeling platform (http :// cerea.eng.f/p olyphemus) is used here
with the chemistry transport model Polair3D. Polyphemus/Polair3D has already beenusedfor
many applications at the cortinertal scaleover Europe and East Asia [e.g. Sartelet et al., 2007,
Kim et al., 2009; Roustan et al., 2010; Kim et al., 2011b; Sartelet et al., 200§.

For gas-phasechemistry, the Regional Atmospheric Chemistry Mechanism [RACM, Stockwel
et al., 1997]is usedover Europe and the Carbon-Bond Mechanism [CBO05, Yarwood et al., 2005]
over NA. Over NA, photolysis rates are computed online, that is the in uence of particles on
photolysis rates is taken into accourt [Real and Sartelet, 2011]. The aerosol model used is
SIREAM-SuperSorgam [Debry et al.,, 20073 Kim et al., 2011a]. It models coagulation and
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condensation/evaporation. It usesa standard SOA formulation with hydrophobic absorption
of SOA into organic particles. The SOA precursors are aromatics, long-chain alkanes, long-
chain alkenes,isoprene, monoterpenesand sesquiterpgnes. The biogenic SOA formation varies
depending on the NOy regime.

Simulations are performed from 1 July 2006to 31 August 2006. In all simulations, 9 vertical
levelsare consideredfrom the groundto 12km (40m, 120m,300m,800m, 1500m, 2400m,3500m,
6000m,12000m). The Global Land Cover Facility (GLCF2000) map with 23 categoriesis usedfor
land usecoverage. Initial and boundary conditions are the default AQMEI | conditions provided
by ECMWF-GEMS. Sea-saltemissionsare parameterized following Monahan et al. [1986]. The
emitted massof seasalt is assumedto be made of 30.61% of sodium, 55.025%o0f chloride and
7.68%o0f sulfate [Seinfeldand Pandis, 1998]. Over Europe, the horizontal domainis (35 N-70 N
; 15 W-35 E) with a resolution of 0.25 x 0.25 . The meteorological data correspond to the
default MM5 data provided for the AQMEI | inter-comparison with 32 vertical levels [Vautard
et al.,, 2012]. In the rst of the four simulations conducted over Europe, and labelled Pol 1,
anthrop ogenic emissionsare the default AQMEI| emissionsdata provided by TNO [Pouliot
et al.,, 2012]. They are referred to as the TNO anthrop ogenic emissioninvertory. Biogenic
emissionsare computed as in Simpson et al. [1999], and referred to as the Simpson biogenic
emissionscheme. Biogenic (terp ene) emissionsare distributed amongpinene (62.54%),limonene
(37.03%)and sesquiterp ene (humulene, 0.43%), following Johnsonet al. [2006]and Helmig et al.
[1999a,b]. Biomassburning emissionsprovided by Finnish Meteorological Institute (FMI) for
AQMEI | are alsousedin one simulation. Following Mikhail So ef (communication on AQMEI |
web site), 50% is emitted betweenthe surface and 200 m, and the remaining 50% is emitted
between 200 m and 1000 m. The re PM emissions are assumedto consist of 70% of PMy.g
and 30% of PM19-PM,.5. For gaseousspedesemissionsfrom biomassburning, the PM emission
rate is multiplied by 7.88 and then split amongst CO, HCHO, NOy, NH3 and SO, according
to the following fractions: 0.94, 0.013,0.029,0.014and 0.004, respectively. In the other three
simulati ons conducted over Europe, biomass burning is ignored, becausePM,.s are strongly
over-estimated over Portugal when biomassburning emissionsare used. The secondsimulation
labelled Pol 2 usesthe TNO emissioninvertory for anthrop ogenicemissionsand Simpsonfor
biogenicemissionsasPol 1. The third simulation, labelled Pol 3, usesthe EuropeanMonitoring
and Evaluation Program (EMEP, http://www.emep.in t/) expert inventory for 2006and Simpson
for biogenic emissons. The time distribution of EMEP emissions,as well as the speciation
are detailed in Sartelet et al. [2007]. The fourth simulation, labelled Pol 4, usesthe EMEP
emissioninventory for anthrop ogenicemissionsand the Model of Emissionsof Gasesand Aerosols
from Nature with the EFv2.1 dataset [MEGAN, Guenther et al., 2006]. Di erences between
the MEGAN and Simpsonemissionschemesare discussedelsewhere[Steinbrecher et al., 2009].
The two biogenic emission schemesuse di erent methodologies: MEGAN uses canopy-scale
emissionfactors basedon leaf areaindex obtained from the standard MEGAN LAIlv database
[MEGAN-L, Guenther et al., 2006] whereasSimpson usesleaf-scaleemissionfactors basedon
GLC2000land-usecategories. Furthermore, although terpeneemissiors are distributed amongst
pinene,limoneneand sesquitergeneswith constart factors, di erert emissionfactors are usedfor
seweral speciesn MEGAN. TableB.1 comparesthe domain-meanSimpsonand MEGAN biogenic
emissions. Except for sesquitergenes, MEGAN emissionsare lower than Simpson emissions,
especially over the northeastern part of the domain, sudch as over Finland. Dierences in the
spatial distribution are also obsened, such asin Poland, Croatia or ceriral France. Table B.2
summarizesthe emissioninvertories usedin the four simulations.

Over North America, the horizontal domainis (24 N-53.75 N; 125.5W-64 W) with aresolu-
tion of 0.25 x 0.25. The meteorologicaldata correspond to the defaut WRF data provided for
the AQMEI I inter-comparison [Vautard et al., 2012]. As Polyphenmus usesa Lat-Lon projection
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Simpson | MEGAN

Isoprene 0.0799 0.0312
Terpenes 0.0436 | 0.01792
Sesquitergenes| 0.000188| 0.00129
NO 0.00118 | 0.00108

Table B.1: Domain-mean Simpsonand MEGAN biogenic emissions(in gm 2 s 1),

Pol 1 Pol 2 Pol 3 Pol 4
Anthropogenicemissions TNO TNO TNO Emep
Biogenic emissions Simpson | Simpson | Simpson | MEGAN
Biomassburning emissions|  Yes No No No

Table B.2: Emission inventories used in the four simulations conducted over Europe with
Polyphemus.

versusLambert for WRF, the meteorologicaldata do not cover the whole computati onal domain.
Therefore, the Polyphemus domain (24 N-53.75 N; 125.5W-64 W) is slightly smaller than the
AQMEII domain (23.5 N-58.5 N; 130 W-59.5 W). For the remaining few grid cells missing in
the southwestern and southeasternparts of the domain over the ocean, the same meteorolog-
ical elds asthose along the boundary are used. Anthrop ogenic, biogenic from BEIS3.14 and
biomassburning emissionsare those provided by US-EPA for AQMEI | [Pouliot et al., 2012].

B.3 Base simulations over Europ e and North America

B.3.1

The following statistics are computed for comparing the surfacelevels from the basecasesim-
ulation with obsenations between 7 July 2006 and 31 August 2006: root mean square error
(rmse), mean fractional error (mfe), mean fractional bias (mfb), and correlation coe cient (r).

For Oz, the meannormalized grosserror (mnge) and meannormalized grossbias (mngb) are also
computedwith acuto of 80 gm 3 (i.e. about 40 ppb). Russel and Dennis [2000]recommend
performancecriteria for hourly O3 to be mngb 15%and mnge 30%. For PM, Boylan and
Russel [2006]proposethat a model performancegoal is met when both the mfe is less than or
equalto +50% and the mfb is within  30% respectively, and a model performancecriterion is
met when both mfe  +75% and 60% mfb  60%. The rst weekis excluded when com-
puting statistics to allow for model initialization and spin-up. Obsenational data at rural and
suburban stations were obtained from the ensenble system. The results of simulations provided
by other modeling teams at these stations were also obtained and comparedwith the resuts of
this modeling study. Over Europe, the obsenational data include stations from Airbase

(http :// air-climate.eionet.europa.eu/databases/airbasejand EMEP

(http :// tarantula.nilu.no/pro jects/ccc/emepdata.html) databases. Over NA, these data in-
clude stations from Interagency Monitoring of Protected Visual Environments (IMPR OVE,

http :// vista.cira.colostate.edu improve/), the U.S. Environmental Protection Agency (EPA)

Aerometric Information Retrieval System ( AIRS, http://www.epa.go v/air/data/index.h tml),

and the Environment Canada National Air Pollution Surveillance network (Cast and Naps)
databases. Hourly conceriration data are usedfor gaseousspeciesand daily data are used for
particulate matter (PM).

Mo del performance evaluation
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Over Europ e

Over Europe, the 4 di erent Polyphemus simulations are comparedto obsenations for Oz, PM1g
and PMy 5 in TablesB.3, B.4 and B.5 respectively. Comparisonsfor NO, and SO,, PM 14 sulfate,
PM1g nitrate and PM1g ammonium are presenied in the supplemenary electronic materials.
The comparisonof model results with obsenations is also conductedfor 9 di erent modelsthat
participated to the AQMEI | inter-comparisons,not including Polyphemus, in order to compare
the performances.The mean of the statistics of the AQMEI | modelsis computed aswell asthe
minimum and maximum values.

For all pollutants, the di erent simulati ons using Polyphemus perform well accordingto the
performancecriteria detailed above and they are within the range of results obtained by other
AQMEII models.

For hourly O3, the averagesimulated conceriration is closeto the averagemeasuredconcen-
tration, although it is slightly lower (73.0 gm 2 measuredagainstbetween67.0and69.3 gm 3
simulated with rmsebetween28.6and 29.9 gm 3). Themngbis slightly higher than the range
of the model performancecriterion of Russel and Dennis [2000]( 15%). Howewer, the mnge
is well within the rangeof the model performancecriterion of Russel and Dennis [2000]( 30%).
The di erent Polyphemus simulations comparewell to other AQMEI | simulations: the highest
rmse of the Polyphemus simulations is lower than the lowest rmse of the AQMEI | simulations,
while the correlation of Polyphemus are closeto the highest correlation of the AQMEII sim-
ulations or higher for Pol 4. Other errors and bias are close to the average of the AQMEI |
simulati ons. The di erences betweenthe di erent Polyphemus simulations are much lower than
di erences betweenthe di erent AQMEI | simulations.

O3 - Europe Pol 1 Pol 2 Pol 3 Pol 4 AQMEI I models

Min Mean Max

Number of stations 796 796 796 796 790 795.4 796
Mean obs 73.0 73.0 73.0 73.0 73.0 73.0 73.1
Mean sim 68.7 67.0 69.3 67.5 60.9 72.4 97.0
rmse 29.8 29.9 29.2 28.6 30.0 32.8 38.8
correlation 65.8% | 66.4% | 67.3% | 69.8% | 56.6% | 62.8% | 68.6%
mfb -24.5% | -27.3% | -23.2% | -25.2% | -39.0% | -21.7% | 5.7%
mfe 28.3% | 30.0% | 27.1% | 28.1% | 17.1% | 29.5% | 41.8%
mngb -19.6% | -22.1% | -18.7% | -20.6% | -29.4% | -15.8% | 8.3%
mnge 24.0% | 25.1% | 23.1% | 23.8% | 18.3% | 24.9% | 32.6%

Table B.3: Comparisonsto obsenations for surface O3 over Europe (concerirations and rmse
i 3
arein gm °).

The averagePM g conceriration is well simulated, although it is slightly under-estimatedfor
Pol 2, Pol 3and Pol 4 (23.2 gm 3 measuredagainst between18.5and 21.1 gm 2 simulated,
and rmse between28.6and 29.9 gm 3). The model performancegoal of Boylan and Russel
[2006]is met for all Polyphemus simulations as the mfb is within  30%, and the mfe is lower
than 50%. The di e rent Polyphemus simulations comparewell to other AQMEI | simulations:
the highest rmse is lower than the lowest rmse of the AQMEI | simulations. The correlation of
Polyphemus are above the averageof the correlations of the AQMEI | simulations. As for Os, the
di erences betweenthe dierent Polyphemus simulations are much lower than the di erences
betweenthe di erent AQMEI| simulations.

The averagesimulated PM».5 concenration is higher than the averagemeasuredPM .5 con-
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PM 1o - Europe Poll | Pol2 | Pol3 | Pol4 AQMEI Il models
Min Mean Max
Number of stations | 235 235 235 235 235 235 235
Mean obs 23.2 23.2 23.2 23.2 23.2 23.2 23.2
Mean sim 21.1 19.3 19.9 18.5 6.2 12.9 23.4
rmse 15.9 14.7 14.7 15.1 16.2 23.2 24.6
correlation 18.6% | 19.1% | 19.6% | 18.9% 8.2% 17.3% | 25.0%
mfb -5.2% | -11.4% | -9.0% | -16.3% | -111.0%| -64.3% | 3.9%
mfe 46.9% | 46.6% | 46.3% | 48.7% | 44.5% | 80.8% | 112.7%

Table B.4: Comparisonsto obsenations for surface PM 1o over Europe (concerirations and rmse
i 3
arein gm °).

certration (13.3 gm 2 measuredagainst between17.4and 19.2 g m 3 simulated, with rmse
between12.0and 14.0 g m 3). The model performance goal of Boylan and Russel [2006]is
met for the mfb for Pol 4, but it is not met for Pol 1 to Pol 3. The model performancegoal is
not met for the mfe. However the model performancecriteria are met for both the mfb and the
mfe for all Polyphemus simulations, asthe mfb and mfe are within ~ 60% and lower than 75%
respectively. The di erent Polyphemus simulations comparewell to other AQMEI | simulations:
the mfe and the rmse are in the low range of the AQMEI | models, while correlation is in the
high range. As for O3 and PM1q, the di erences betweenthe di erent Polyphemus simulations
are lower than di e rences between the di erent AQMEI | simulations.

PM.5 - Europe Poll | Pol2 | Pol3 | Pol 4 AQMEI | models
Min Mean Max
Number of stations 39 39 39 39 39 39 39
Mean obs 13.3 13.3 13.3 13.3 13.3 13.3 13.3
Mean sim 19.2 17.7 18.6 17.4 5.0 12.3 21.4
rmse 14.0 12.0 12.7 12.2 11.4 24.1 69.2
correlation 14.1% | 10.6% | 9.2% | 9.1% | 3.2% | 11.8% | 21.1%
mfb 36.8% | 31.7% | 35.7% | 28.9% | -85.7% | -30.5% | 44.9%
mfe 59.6% | 57.0% | 59.0% | 57.4% | 55.1% | 72.3% | 94.2%

Table B.5: Comparisonsto obsenations for surfacePM .5 over Europe (concertrations and rmse
; 3
arein gm °).

Over Portugal, where high-intensity biomassburning occurred, taking biomassburning into
account (Pol 1) leadsto a large over-estimation of PM,.5. The mean measuredconcertration at
the 6 rural Airbase stations over Portugal is equalto 14.3 gm 3. The simulated concerration
is equalto 34.1 g m 2 for Pol 1, 15.2 for Pol 2, 17.1 for Pol 3 and 14.0 g m 2 for Pol 3.
One of the reasonfor this large over-estimation of PM».5 at the ground over Portugal for Pol 1
is related to the emissionheight of biomassburning. For example, Hodzic et al. [2007]relates
the emissionheight to the intensity of re. They estimate that 95% of emissionsof the largest
res over Portugal is emitted above the boundary layer, whereasin Pol 1 all the pollutants are
emitted in the boundary layer. Therefore, Pol 1 is not consideredin the impact study conducted
below.
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Over North America

Over NA, only one Polyphemus simulation is performed using the default AQMEI| emission
inputs. It is comparedto obsenations for O3, PM19 and PM».5 in TablesB.6, B.7 and B.8,
respectively. The comparison to observations is also conducted for 6 di erent models that
participated to the AQMEI I inter-comparisons. Performance evaluation for NO, and SO, is
preseried in the supplemertary electronic materials, as well as for elemeral carbon of PM.s,
organic matter of PM,.5, sulfate of PM».5, nitrate of PM2.5 and ammonium of PM.s.

For O3, PM 19 and PM,.5, the Paolyphemus simulation performs well accordingto the perfor-
mance criteria detailed above and it is within the range of results obtained by other AQMEI |
models.

Although O3 is over-estimated by Polyphemus (34.0 ppb measuredand 43.6 ppb simulated
with a rmseof 20.1ppb), the Polyphemus simulation satis es the model performancecriterion of
Russel and Dennis [2000]: the mngb and mngearewithin  15%and lower than 30%. Compared
to the other AQMEI | models, the rmse of the Polyphemus simulation is slightly higher than the
higher rmse of all models, but the mfe and mnge correspndsto the average of all models.

For PM 1o, the averagesimulated PM 1o concertration is under-estimated (28.0 gm 2 mea-
suredand 15.1 g m 2 simulated with a rmse of 27.5 g m 3). The model performance goal
of Boylan and Russel [2006]is not met, but the model performance criterion of Boylan and
Russel [2006]is met as the mfb is within  60% and the mfe is lessthan 75%. Compared to
the other AQMEI I models, the rmse and mfe of the Polyphemus simulation are lower than the
averageof all models.

For PM,:5, the averagesimulated PM».5 concerration is over-estimated (12.9 gm 2 mea-
sured and 16.1 simulated with a rmseof 9.3 gm 3). However, the model performancegod of
Boylan and Russel [2006]is met as the mfb is within  30% and the mfe is lessthan 50%. As
for PM1q, the correlation is lower than the averageof all models, but the rmse and the mfe are
also lower.

O3 - NA Polyphemus AQMEI I models

Min Mean | Max

Number of stations 634 634 634 634
Mean obs 34.0 34.0 34.0 34.0
Mean sim 43.6 33.8 394 | 446
rmse 20.2 15.3 17.5 19.9
correlation 60.4% 61.9% | 66.0% | 69.5%
mfb -1.3% -19.2% | -7.4% | 1.7%
mfe 24.7% 18.7% | 25.3% | 39.9%
mngb 3.8% -12.3% | -2.2% | 5.5%
mnge 25.6% 18.5% | 23.7% | 34.5%

Table B.6: Comparisonsto obsenations for surface Oz over NA (concerirations and rmse are
in ppb).

B.3.2 Spatial distribution
Over Europ e

Over Europe, Figure B.1 shows the O3 concertrations averagedover July and August for Pol 2.
The spatial distribution of O3z shows similar patterns to previously computed distributions [e.g.
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PMio - NA Polyphemus AQMEI I models
Min Mean Max
Number of stations 638 638 638 638
Mean obs 28.0 28.0 28.0 28.0
Mean sim 15.1 5.4 13.8 30.7
rmse 27.5 24.5 28.4 32.6
correlation 15.1% 11.4% | 20.4% | 29.3%
mfb -49.4% -122.4% | -65.8% | 19.1%
mfe 67.5% 49.7% | 81.6% | 123.7%

Table B.7: Comparisonsto obsenations for surfacePM1g over NA (concerrations and rmseare
; 3
in gm °).

PMs.5 - NA Polyphemus AQMEIl models
Min Mean Max
Number of stations 733 733 733 733
Mean obs 12.9 12.9 12.9 12.9
Mean sim 16.1 6.7 12.6 28.2
rmse 9.3 7.0 9.6 20.0
correlation 50.4% 47.5% | 60.3% | 67.0%
mfb 23.1% -59.6% | -11.6% | 75.4%
mfe 47.7% 33.1% | 52.5% | 79.6%

Table B.8: Comparisonsto obsenations for surface PM»,.5 over NA (concertrations and rmse
; 3
arein gm °).

Curci et al., 2009]. O3 is high in southern Europe, especially over the Black Sea,the Mediter-

ranean Seaand the Baltic Sea. O3z is low in northern Europe (Finland and northern Sweden).
Over land, the highest concernrations are obsened over Greece,Italy, Portugal, southern Spain
and certral Europe. O3 concertrations lower than the surrounding valuesare obsened over large
cities, such asParis and Milan, becauseof NO titration. The NO titration is alsoobsened along
the seatrac lines. Maps of O3 concenrations for simulations other than Pol 2 are not shawn,

as they are similar despite local di erences. Taking into accouri biomassburning emissions
(Pol 1 rather than Pal 2) only slightly increasesO3 locally where biomassburning occurs, suc

asover Portugal. Using the EMEP rather than the TN O anthrop ogenicemissioninventory, i.e.

Pol 3 rather than Pol 2, leadsto lower NO titration along the seatrac lines and therefore
higher O3. Using the MEGAN biogenic emissionschemerather than Simpson,i.e. Pol 4 rather

than Pol 3, leadsto higher O3 over the northeastern part of the domain such as over Finland,

where MEGAN biogenic emissionsare much lower than Simpson's. This Oz increasewith lower
biogenic emissionsis explained by the very high VOC/NO  ratio over this part of the domain

(seeFigure B.7 and section B.4.1).

Figure B.2 showvs PM1g concerirations averaged over July and August for Pol 2. The spatial
distribution of PM1g shows similar patterns to previously computed distributions [e.g. Sartelet
et al., 2007]with high concerrations over cities, and areassuch asnorthern lItaly, the northeast-
ern Spain, and the Netherlands. Although the map of PM 1o shaws high concerrations around
cities, the highest concertrations appear to be generatedby maritime trac and by seasalt
emissions.Maps of PM1g concertrations for simulati ons other than Pol 2 are not shown, asthey
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Figure B.1: Surface O3 concerrations (in gm 2) over Europe averagedover July and August
for Pol 2.

are similar despite local di erences. As for Oz, the impact of maritime trac on the formation
of PMyp is slightly higher using the TNO rather than the EMEP anthrop ogenicemissioninven-
tory, i.e. Pol 3 rather than Pol 2. Furthermore, the variations of PM g around cities are more
sharply de ned using TNO than EMEP. Using the MEGAN biogenic emission stcheme rather
than Simpson,i.e. Pol 4 rather than Pol 3, leadsto lower PMg over the northeastern part of
the domain such as over Finland (seebelow).

Figure B.3 shows secondaryorganic aerosol (SOA) concenrations averagel over July and
August using the Simpson(Pol 3, left panel) and MEGAN (Pol 4, right panel) biogenicemissbn
schemes. The spatial distribution is very similar betweenPol 2 and Pol 3, i.e. when changing
the anthrop ogenic emissioninvertory. The overall spatial distribution agreeswith previously
published distributions [Kim et al., 2011a], and similarities in spatial distributions are found
between Pol 3 and Pol 4: high SOA concerrations are obsened in Portugal, southwestern
France,northeastern Spain, southeasternFrance, northern Italy, Greece westernRussia,Finland
and southern Sweden. Howewer, the spatial distribu tion locally di ers in areassuch asin Poland,
Croatia and certral France. The amplitude of SOA concernrations is very di erent in Sweden
and Finland when using Simpson and MEGAN: the concerirations are locally reduced by a
factor 5 when using MEGAN, becauseof lower biogenicemissionsin MEGAN. On average over
Europe, the SOA concerirations are reduced by a factor of 2 with MEGAN.

Over North America

O3 concertrations (seeFigure B.4) are higher in the easternUnited Statesthan in the western
U.S., exceptin California wherehigh Os is simulated. High O3 concerrations are alsosimulated
along the east coastin the region of New York, as well as near Alabama in the southern U.S.,
and near the Michigan and Erie Great Lakes. The spatial distribution correspondswell to those
simulated by others such as Luecken et al. [2008].

The map of PM2.5 concenrations averaged over July and August (Figure B.5) shows high
concerrations especially around cities. The spatial distribution correspnds well to the ones
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Figure B.2: Surface PM1y concerrations (in g m 3) over Europe averaged over July and
August for Pol 2.

simulated in Bailey et al. [2007],with high concertrations in California aswell asin the eastern
U.S. along the coast.

For SOA, the spatial distribution (seeFigure B.6) correspondsto that obtained by Carlton
et al. [2010b]: high concenrations are obsened in the southeasternU.S., in California near Los
Angelesaswell asin the westernU.S. However, the concertrations are much higher herewith a
maximum SOA concertration of 11 gm 2, againstabout 1 gm 2 in Carlton et al. [2010b]for
controllable biogenicSOA. However, the simulated SOA comparerelatively well to obsenations,
asshawn in the supplemertary electronic materials: the averagesimulated concerration is equal
to 3.6 gm 2 against2.8 gm 2 estimated from measuremets, with a mfb of 35.5%. In the
southeastwhere high concenrations are simulated, measuremets from the database AIRS at
the station AIRSUSGAIMCN (-83.65, 32.78) report an average concerration of 7.7 gm 3
over July and August, whereasthe simulated concerration is 9.3 gm 3.

B.4 Impact of biogenic emissions

To estimate the cortribution of biogenic emissionsto O3 and PM under current conditions,
the methodology of Pun et al. [2002b] and Curci et al. [2009]is used. The simulation with
all emissionsis consideredas the base case,and a simulation is performed without biogenic
emissions(BV OC and NO) to calculate their cortribution. As biogenic emissionsinteract with
anthrop ogenicemissionsto form O3 and secondaryPM, a simulation is also performed without
anthrop ogenicemissionsto comparethe impact.

B.4.1 Over Europe

Over Europe, the sensitivity simulations are performed for the three simulations Pol 2, Pol 3
and Pol 4.
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Figure B.3: SurfaceSOA concerirations (in gm 3) over Europe averaged over July and August
using Simpson(Pol 3, upper panel) and MEGAN (Pol 4, lower panel) biogenicemissionschemes.

156



Figure B.4: SurfaceO3 concerirations (in gm ) over North America averagedover July and
August.

Figure B.5: SurfacePM2.s concerirations (in g m 2) over North America averagedover July
and August.
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Figure B.6: Surface SOA concerrations (in g m 3) over North America averagedover July
and August.

Table B.9 shows the mean concerirations of O3, PM1g (without Na and CI), SOA, isoprene
SOA and terpene SOA averagedover Europe for July and August.

The impact of biogenic emissionson O3 concerirations is lower than the impact of an-
throp ogenic emissions. Removing biogenic emissionsreducesO3 concerrations by 10 to 11%,
whereasremoving anthrop ogenic emissionsreducesO3 conceriration by 38%to 42%. The im-
pact of removing biogenic emissionsis lower when MEGAN biogenic emissbn schemeis used
instead of Simpson (10% instead of 11%). This slightly lower impact is a consequenceof the
lower VOC emissionsin MEGAN than in Simpson. Removing anthrop ogenicemissionsalso has
a lower impact with Pol 4 (-38%) than with Pol 2 or Pol 3 (-41 to -42%), that is when MEGAN
biogenic emission schemeis usedrather than Simpson. Di ere ncesin the impacts of emission
computed using the two di erent anthrop ogenic emissioninventories are small, as EMEP and
TNO emissionsare commensurate.

To understand the local variations of Oz concertrations when BV OC emissionsare removed,
the relative di erence in O3 computed with all emisgons and without BV OC emissionis shown
in Figure B.8 for Pol 2, Pol 3 and Pol 4. Figure B.7 shows the VOC/NO 4 conceriration ratio
for Pol 3 and Pol 4. The regionswhere the impad of biogenic emissionsis high in Figure B.8
are strongly correlated to those where the VOC/NO  ratio is low comparedto surroundingsin
Figure B.7 (e.g. Milan, northeastern Spain, certral Europe). The decreasein O3 conceriration
is as high as 30% near citi es,which are surroundedby biogenicemissions,such asMil an in Italy,
Porto in Portugal or Warsaw in Poland. Around these cities, although BVOC emissionsare
high, the O3 regimeis probably VOC limited, leadingto a strong decreasdn O3 concerrations
when BVOC are removed. On the opposite, O3z increasesby as much as 10 to 20%in northern
Sweden Finland and part of Russia,wherethe VOC/NO 4 ratio becomes higher than 200. This
increaseis removed when using MEGAN. BecauseBVOC emissionsover Swedenand Finland
are lower in MEGAN, the VOC/NO 4 ratio is lower and O3 concerirations are not modi ed
by remaving BVOC emissions. Although the impact of BVOC emissionson O3 is almost the
samefor the two di erent anthrop ogenicemissioninvertories, local di erences are important in
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certral Europe near cities such asin Ukraine and Lith uania. Sea-tra ¢ alsohasa larger impact
using Pol 2 (TNO) than Pol 3 (EMEP).

PM 1o is much more impacted by anthrop ogenic than biogenic emissions:the concernration
decreasedy 8 to 21% on averagewhen biogenic emissionsare removed, whereasit decreases
by as much as 54 to 62% when anthrop ogenicemissionsare removed. As for Oz, di erercesin
the impacts of emissioncomputed using the two di erent anthrop ogenicemissioninvertories are
small. The impact of removing biogenic emissionsis lower when using MEGAN rather than the
Simpsonbiogenic emissionscheme (8% for MEGAN and 21% for Simpson).

As SOA is mostly formed from isoprene(20% to 23%) and terpenes(62% to 67%) in our
simulations, it is strongly impacted by biogenic emissons. SOA is very low when biogenic
emissionsare ignored: the concerrations are reducedby 87%to 88% on averagein Pol 2 and
Pol 3 and by 72%in Pol 4 where MEGAN is used. However, removing anthrop ogenicemissions
only reducesSOA by 15to 16%.

Locally, removing anthrop ogenic emissionsmay lead to a large decreasein SOA as shown
in Figure B.9. SOA is reducedby as much as 40% to 50% along the maritime trac lines, as
well as around large cities such as Milan or Paris. The map of the relative di erence of SOA
when all emissionsare taken into accourt and when biogenic emissionsare removed is strongly
correlated to the map of NOy emissions,with emphasiswhere biogenic emissionsare high (such
as Portugal, southern Spain and Poland). In Figure B.9, the impact of anthrop ogenicemissions
on SOA is shavn only for Pol 3 and Pol 4, asthe impact is very similar for Pol 2 and Pol 3,
as suggestedby the average numbers of Table B.9. Di erences between Pol 3 and Pol 4 arise
mostly in Germary, Poland, Estonia and Belarus, southwestern Spain and southwestern France,
which are placeswhere the two biogenic emission schemeslead to di erent patterns of SOA
concerrations, and where signi cant anthrop ogenicemissionsare preser. In cortrast, despite
large di erences in SOA concertrations simulated in Pol 3 and Pol 4 over northern Swedenand
northern Finland, the impact of anthrop ogenic emissionsis low over these courtries because
anthrop ogenicemissionsare low.

Removing biogenic emissionsdoesnot only a ect the biogenic compounds of SOA, but also
the anthrop ogenicones. By providing an absorking organic mass, the biogenic compounds of
particles facilitate the condensationof anthrop ogenic compounds. The absolute impact is low
asthe concenration of anthropogenicSOA is low comparedto biogenic SOA at the cortinental
scale. Howeer, the relative impact of biogenic SOA on anthrop ogenic SOA may be as high as
40%, as shown in Figure B.10, which shaws the relative di erence of anthropogenic SOA when
all emissionsare takeninto accourt and when biogenicemissionsare ignored for Pol 3 and Pol 4.
The map describing the impact of biogenic SOA on anthrop ogenic SOA is strongly correlated
with the map of biogenic SOA concerrations. The relative impact is higher in Pol 3 than in
Pol 4 as biogenic emissionsare higher.

B.4.2 Over North America

The contrib utions of biogenic and anthrop ogenic emissionsto domain-wide averaged concen-
trations of O3, PM1g, SOA, isoprere SOA and terpene SOA over North America are shown in
Table B.10.

Removing biogenic emissionsreducesO3 concerrations by about 20% on average,whereas
removing anthrop ogenicemissionsreducesO3; concerrations by 49%. This result is consisten
with the semiral work of Pun et al. [2002b]who estimated the contribution of biogenicemissions
to O3 to be lessthan 23% in Nashville/TN and the northeastern U.S., with a cortribution
between 22% and 34% in urban areas. The cortribution of biogenic emissionsto Os is also
obsened to be regionally more important around urban areas, especially in the northeastern
U.S. and in California near Los Angeles, as showvn in Figure B.12, which depicts the relative
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Figure B.7: Ratio of surface VOC over NOy concenrations averagedover July and August
computed using Pol 3 (Simpson biogenic emissionstheme, upper panel) and Pol 4 (MEGAN
biogenic emissionscheme, lower panel).
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Figure B.8: Relative di erence between surface O3 concerrations (in %) averagedover July
and August computed with and without biogenic emissions,using Pol 2 (upper panel), Pol 3
(middle panel) and Pol 4 (lower panel).
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Figure B.9: Relative di e rence between surface SOA concentrations (in %) averagedover July
and August computed with and without anthrop ogenic emissions,using Pol 2 (upper panel),
Pol 3 (middle panel) and Pol 4 (lower panel).
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Figure B.10: Relative di erence averagedover July and August betweensurfaceanthrop ogenic
SOA concertrations (in %) computed with and without biogenic emissions,using Pol 3 (upper
panel) and Pol 4 (lower panel).
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Basecase| No biogenicemissions| No anthrop ogenicemissions
O3 Pol 2 61.9 55.2 (-11%) 36.6 (-41%)
Pol 3 63.0 56.0(-11%) 36.6 (-42%)
Pol 4 61.9 56.0 (-10%) 38.2(-38%)
PM 1o Pol 2 9.4 7.4 (-21%) 4.4 (-54%)
Pol 3 9.7 7.6 (-21%) 4.4 (-55%)
Pol 4 8.3 7.6 (-8%) 3.2 (-62%)
SOA Pol 2 2.6 0.3 (-87%) 2.1 (-16%)
Pol 3 2.6 0.3 (-88%) 2.1 (-16%)
Pol 4 1.1 0.3 (-72%) 1.0 (-15%)
IsopreneSOA | Pol 2 0.6 0.0 (-94%) 0.4 (-24%)
Pol 3 0.6 0.0 (-94%) 0.4 (-24%)
Pol 4 0.2 0.0 (-84%) 0.2 (-22%)
TerpeneSOA | Pol 2 1.7 0.1 (-93%) 1.5 (-10%)
Pol 3 1.7 0.1 (-93%) 1.5 (-10%)
Pol 4 0.7 0.1 (-84%) 0.7 (-6%)

Table B.9: Contribution of biogenic emissionsto concerration of surface O3, PM19, SOA,
isopreneSOA and terpeneSOA averagedover Europe and over July and August (concerrations
arein gm 3). Sea-salt(sodium and chloride) are not included in PM1o.

di erence of hourly O3 concernrations averagedover July and August when all emissionsare
taken into accourt and when biogenic emissionsare removed. O3 is found to be 26% and 38%
lower in the northeastern U.S. (near Washington DC and New Jersey) and California near Los
Angeles, respectively (seerectanglesin Figure B.12). A high decreasein O3z concerration is
obsenedover large cities closeto high-VOC emissionareas when biogenicemissionsare removed.
As for Europe, the regionswhere the impact of biogenic emissionsis high correspond to those
wherethe VOC/NO 4 concerration ratio is low comparedto surroundings (large urban certers),
as seenby comparing Figures B.11 and B.12.

PM1g is not much impacted by biogenic emissions: the concerration decreaseshy 14%
on average when biogenic emissionsare removed, whereasit decreasesby as much as 50%
when anthrop ogenic emissionsare removed. However, biogenic emissionslargely contribute to
secondaryorganic aercsols (SOA). If they are not considered,SOA decreaseby 90% on average
over the domain. In comparison,removing anthrop ogenic emissons only reducesSOA by 10%
on average. SOA are composedmostly of isoprene(23%) and terpene(67%) oxidati on products.
Isopreneand terpeneSOA are reduced by 16%and 7%, respectively, on averageover the domain
when anthrop ogenic emissionsare removed. Howewer, locally, the reduction may be larger.
Large cities, such as Los Angeles,Atlanta, Birmingham, Sairt Louis, Washington DC, Chicago
and Minneapolis may clearly be identied by looking at the map of the relative di erence of
SOA concerirations when all emissionsare consideredand when anthrop ogenic emissionsare
removed (Figure B.13). Removing anthrop ogenicemissionsleads to a large decreaseof biogenic
SOA neartheselarge cities. A decreaseaslarge as60%is obsened locally around cities suc as
Los Angelesand Houston. A decreaseon the order of 60% around cities is consistert with the
results of Carlton et al. [2010b].

As for the European study, remaoving biogenic emissionsdoes not only a ect the biogenic
compounds of SOA, but also the anthropogenicones. The relative impact of biogenic SOA on
anthrop ogenic SOA may be as high as 60% as shawvn in Figure B.14, which shows the relative
di erence of anthropogenic SOA when all emissionsare taken into accourt and when biogenic
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Figure B.11: Ratio of surfaceVOC over NOy concerirations averagedover July and August.

emissionsare ignored.

Basecase | No biogenicemissions| No anthrop ogenicemissions
O3 64.5 51.5 (-20%) 33.2(-49%)
PM1g 9.3 8.1 (-14%) 4.6 (-50%)
SOA 2.3 0.2 (-90%) 2.1 (-10%)
Isoprene SOA 0.5 0.0 (-93%) 0.4 (-16%)
Terpene SOA 1.6 0.1 (-94%) 1.5 (-7%)

Table B.10: Contribution of biogenic emissionsto concertration of surface O3, PM1g, SOA,
isopreneSOA and terpene SOA averagedover North America and over July and August (con-
certrations arein gm 2). Sea-salt(sodium and chloride) are not included in PM 1.

B.5 Conclusion

Over both Europe and NA, Polyphemus performancesare satisfactory for O3 and PM with
respect to criteria usedin the literature, as well asin comparisonto other AQMEI | models.
Over Europe, the simulation with biomassburning emissionsover-estimate PM,.5 over Portugal,
probably becausethe re emissionheight is not accurately modeled.

The impact of biogenicemissbns is higher on averageover NA than over Europe for O3, and
it is commensuratefor SOA. Locally, the impacts of biogenic emissionstends to be higher in
NA than in Europe becauseof the preserce in NA of large urban certers surrounded by regions
of high biogenic emissions.

Both over Europe and NA, the impact of biogenic emissionson Oz (-10% to -20%) is lower
than the impact of anthrop ogenic emissions(-38% to -49%). The regions where the impact
of biogenic emissionsis high correspnd to those where the VOC/NO y ratio is low compared
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Figure B.12: Relative di erence betweensurface Oz concerrations (in %) averagedover July
and August computed with and without biogenic emissions.

Figure B.13: Relative di erence betweensurfaceSOA concertrations (in %) averagedover July
and August computed with and without anthrop ogenicemissions.
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Figure B.14: Relative di erence between surface anthropogenic SOA concerirations (in %)
averagedover July and August computed with and without biogenic emissions.

to surroundings. For SOA, which are mostly biogenics,the impact of biogenic emissions(72%
to 90%) is much greater than the impact of anthrop ogenic emissons (10% to 16%). Howewer,
locally, the impact of anthrop ogenicemissionsmay be high (up to 50%,both in NA and Europe),
stressing the fact that even biogenic SOA may be controlled for a large part by cortrolling
anthrop ogenic emissons. The biogenic SOA reduction when all anthrop ogenic emissionsare
eliminated varies depending on the chemical precursors: isoprene SOA is more reduced than
terpene SOA becauseof di erences in their volatilit y. AnthropogenicSOA are alsoimpacted by
biogenicemissions(absorbing organic massfor SOA), with a relative impact that canbe ashigh
as 40% locally. To accurately model SOA, it is, therefore, necessaryto accurately model both
biogenic and anthrop ogenic SOA.

Over Europe, for O3 and SOA, the impact of biogenicemissionsis lower in Pol 4 (which uses
the MEGAN biogenic emissionscheme)than in Pol 2 or Pol 3 (which usethe Simpsonbiogenic
emissionstheme). The largest di erences betweenthe impacts simulated with Pol 4 compared
to those simulated with Pol 2 and Pol 3 show that uncertainties in the biogenicemissionschemes
usedhere are larger than uncertainties in the two anthrop ogenicemissioninventories.

B.6 Supplementary electronic materials

B.6.1 Mo del performance evaluation over Europ e

The Polyphemus simulations are comparedto obsenations for NO,, SO,, sulfate, ammonium
and nitrate in TablesB.11, B.12, B.13, B.14 and B.15, respectively. Obsenational data at rural
and suburban stations were extracted from the Ensenble system, exceptfor sulfate, ammonium
and nitrate, which are obtained from the EMEP databases.
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NO; - Europe Poll | Pol2 | Pol3 | Pol4 AQMEII models
Min Mean | Max
Number of stations | 684 684 684 684 681 683.7 | 684
Mean obs 12.8 12.8 12.8 12.8 12.8 12.8 12.8
Mean sim 8.8 8.3 8.7 8.8 5.6 9.3 15.1
rmse 13.8 13.1 13.2 13.1 12.5 14.1 15.9
correlation 38.0% | 41.3% | 40.1% | 40.4 | 20.7% | 33.2% | 42.4%
mfb -40.9% | -44.3% | -38.4% | -36.2 | -66.7% | -32.3% | -2.7%
mfe 77.7% | 78.6% | 77.1% | 76.2% | 67.6% | 77.8% | 90.9%

Table B.11: Comparisonsto obsenations for surfaceNO, over Europe (concertrations and rmse
; 3
arein gm °).

SO, - Europe Poll | Pol2 | Pol3 | Pol 4 AQMEI I models
Min Mean Max
Number of stations | 501 501 501 501 498 500.7 501
Mean obs 3.7 3.7 3.7 3.7 3.7 3.7 3.8
Mean sim 4.3 4.2 35 3.6 1.1 25 4.2
rmse 9.5 9.4 9.3 9.3 9.0 9.3 10.2
correlation 14.5% | 14.0% | 12.9% | 12.9% | 7.6% 16.0% | 20.8%
mfb 19.6% | 17.5%| 1.7% | 2.3% | -110.0% | -46.6% | -0.7%
mfe 79.2% | 79.0% | 78.5% | 78.4% | 74.3% | 95.0% | 127.4%

Table B.12: Comparisonsto obsenations for surface SO, over Europe (concerirations and rmse
i 3
arein gm °).

PM1g sulfate - Europe | Pol1 | Pol2 | Pol 3 | Pol 4
Number of stations 25 25 25 25
Mean obs 2.2 2.2 2.2 2.2
Mean sim 3.1 3.1 3.0 3.0
rmse 1.8 1.8 1.7 1.7

correlation 65.7% | 65.4% | 69.0% | 68.6%

mfb 32.5% | 31.6% | 31.7% | 32.9%

mfe 54.5% | 54.3% | 53.7% | 53.8%

Table B.13: Comparisonsto obsenations for surfacePM,.5sNO3 sulfate over Europe (concertra-
tions and rmsearein gm 3).
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PM2.5NO3 ammonium - Europe | Pol1 | Pol 2 | Pol 3 | Pol 4
Number of stations 7 7 7 7
Mean obs 0.8 0.8 0.8 0.8
Mean sim 1.7 1.7 1.9 1.9
rmse 14 1.3 1.6 1.6
correlation 42.7% | 39.9% | 40.1% | 39.2%
mfb 79.1% | 75.7% | 83.7% | 86.3%
mfe 92.9% | 91.2% | 97.9% | 99.5%

Table B.14: Comparisonsto obsenations for surface PM2.5NO3z ammonium over Europe (con-

certrations and rmsearein gm 3).

PM2.5NO3 nitrate - Europe | Pol 1 Pol 2 Pol 3 Pol 4
Number of stations 11 11 11 11
Mean obs 1.3 1.3 1.3 1.3
Mean sim 1.9 1.7 2.3 2.4
rmse 2.6 2.5 3.1 3.2
correlation 14.3% | 13.9% | 14.2% | 12.6%
mfb -13.1% | -25.2% | -3.0% 2.2%
mfe 108.2%| 112.7%| 113.2%| 112.7%

Table B.15: Comparisonsto obsenations for surfacePM».5NO3 nitrate over Europe (concertra-

tions and rmsearein gm 3).

B.6.2 Mo del performance evaluation over NA

The Polyphemus simulation is comparedto obsenations for NO,, SO,, elemeral carbon of
PM2.5, organic massof PM,:s5, sulfate of PM2.5, ammonium of PM2.5 and nitrate of PM2:s5 in
TablesB.16, B.17, B.18, B.19, B.20, B.21 and B.22, respectively. Obsenational data at rural

and suburban stations were extracted from the Ensenble system.

NO, - NA Polyphemus AQMEI I models

Min Mean | Max

Number of stations 315 315 315 315

Mean obs 8.2 8.2 8.2 8.2
Mean sim 8.4 3.0 9.7 17.8
rmse 10.0 8.3 11.6 19.0
correlation 43.1% 41.5% | 46.9% | 53.5%
mfb -16.6% -79.7% | -11.2% | 53.2%
mfe 74.4% 67.7% | 78.2% | 93.4%

Table B.16: Comparisonsto obsenations for surfaceNO, over NA (concertrations and rmse are

in ppb). Six models are included in the AQMEI I models usedfor the comparison.
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SO, - NA Polyphemus AQMEI I models
Min Mean Max
Number of stations 379 379 379 379
Mean obs 2.7 2.7 2.7 2.7
Mean sim 3.8 0.7 4.0 8.1
rmse 6.8 6.7 8.0 10.7
correlation 21.0% 12.5% | 16.8% | 22.3%
mfb 26.6% -108.8%| 0.2% | 71.0%
mfe 81.9% 86.6% | 94.1% | 119.3%

Table B.17: Comparisonsto obsenations for surfaceSO, over NA (concertrations and rmse are
in ppb). Six models are included in the AQMEI | models usedfor the comparison.

PM,sEC - NA Polyphemus AQMEI | models
Min Mean | Max
Number of stations 262 262 262 262
Mean obs 0.4 0.4 0.4 0.4
Mean sim 0.5 0.2 0.5 1.1
rmse 0.5 0.5 0.7 1.3
correlation 51.5% 39.5% | 46.5% | 56.3%
mfb 23.6% -70.5% | 1.5% | 80.6%
mfe 56.5% 50.4% | 70.7% | 90.4%

Table B.18: Comparisonsto obsenations for surface PM,.5 elemenal carbon (PM,.5EC) over

NA (concerirations and rmsearein gm 3). Five modelsare included in the AQMEI| models
usedfor the comparison.

PM5.s0OM - NA Polyphemus AQMEII models
Min Mean Max
Number of stations 265 265 265 265
Mean obs 2.6 2.6 2.6 2.6
Mean sim 35 0.4 4.7 115
rmse 3.1 2.4 5.6 12.7
correlation 24.6% 19.7% | 37.1%| 50.0%
mfb 41.5% -132.4%| 15.7% | 120.3%
mfe 72.1% 56.2% | 97.2% | 136.7%
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Table B.19: Comparisonsto obsenations for surface PM2.5 organic mass(PM2.50M) over NA

(concertrations and rmsearein  gm 3). Four modelsare included in the AQMEI | modelsused
for the comparison.



PM5.5sSO4 - NA Polyphemus AQMEIl models
Min Mean | Max
Number of stations 113 113 113 113
Mean obs 4.2 4.2 4.2 4.2
Mean sim 4.0 3.4 4.1 4.8
rmse 3.2 1.9 25 2.9
correlation 55.7% 63.9% | 75.3% | 85.8%
mfb -8.1% -28.9% | -2.5% | 14.6%
mfe 54.8% 32.7% | 43.8% | 53.0%

Table B.20: Comparisonsto obsenations for surface PM,.5 sulfate (PM 2.5S0,4) over NA (con-

certrations and rmsearein gm 2). Four models are included in the AQMEI | models usedfor
the comparison.

PM,5NH4 - NA Polyphemus AQMEI | models
Min Mean | Max
Number of stations 112 112 112 112
Mean obs 1.4 1.4 1.4 1.4
Mean sim 1.9 1.2 1.4 15
rmse 14 0.8 1.0 1.2
correlation 50.4% 27.3% | 61.5% | 78.5%
mfb 28.8% -4.9% | 8.1% | 16.7%
mfe 62.9% 41.0% | 54.3% | 77.7%

Table B.21: Comparisonsto obsenations for surface PM,.5 ammonium (PM25NH4) over NA

(concerirations and rmsearein gm 2). Four modelsare included in the AQMEI | modelsused
for the comparison.

PM,.5NO3 - NA Polyphemus AQMEI | models
Min Mean Max
Number of stations 264 264 264 264
Mean obs 0.4 0.4 0.4 0.4
Mean sim 0.9 0.3 0.4 0.7
rmse 1.8 0.7 0.8 0.8
correlation 35.3% 36.0% | 38.0% | 40.0%
mfb -32.6% -96.7% | -50.3% | 60.9%
mfe 129.3% 90.5% | 115.7%| 129.9%

Table B.22: Comparisonsto obsenations for surface PM,.5 nitrate (PM2.5sNO3) over NA (con-

certrations and rmsearein gm 2). Four models are included in the AQMEI | models usedfor
the comparison.
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Mo deling air pollution in Lebanon:
evaluation at a suburban site in Beirut.
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Abstract

Beirut, the capital city of Lebanon, which is located on the eastern shore of the Mediterranean
basin, experienceshigh air pollution episades. Annual average concerrations of coarseand
ne particulate matter (PM,.5) aswell as nitrogen oxides (NOy) often excea the World Health

Organization (WHO) guidelines. Therefore, improving air quality in this region is essetial.

The Polyphemus/Polair3D modeling systemis usedhereto investigate air pollution episadesin

Beirut during 2-18July 2011. The modeling domain coverstwo nestedgrids of 1 and 5 km hori-

zortal resolution over the greater Beirut and Lebanon, respectively. The anthrop ogenicemission
invertory was developed earlier [Waked et al., 2012b]. The Weather and Research Forecasting
(WRF) model is usedto generatethe meteorological elds and the Model of Emissionsof Gases
and Aerosolsfrom Nature (MEGAN) is usedfor biogenic emissions.The results of the study are
comparedto measuremets from a eld campaignconductedin the suburb of Beirut during 2-18
July 2011. The model reproducessatisfactarily the concerrations of most gaseouspollutants,

the total massof PM2.5 as well as PM2.5 elemenal carbon (EC), organic carbon (OC), and
sulfate.

C.1 Intro duction

The Middle East regionis characterizedby a diverse landscape including elevated terrain, semi-
arid and Saharan deserts,seashoresand vast plains. Covering fourteen Arab courtri esas well
as Turkey and Iran, the region stretches from Egypt in the West to Iran in the East, Turkey
in the North and the Arabian Peninsulain the South. Being an enclosedregion, it experiences
high pollution episodes, elevated particulate matter (PM) concerrations and major acid depo-
sition problems [Salita et al., 200§. Moreover, anthrop ogenic emissiors are increasing rapidly
over this region due to large industrialized areas,the absenceof any e cien t public transport
system, densetra ¢ areasand high population densities[ESCWA, 2010;Lelieveldet al., 2009].
In addition, steady winds originating from eastern Europe as well as intense solar radiation
cortribu te to the formation of high levels of secondarypollutants and other reactive species
[Lelieveld et al., 20@2; Kouvarakis et al., 2000]. To date, few studies have been conducted to
investigate air pollution in this region. Lelieveldet al. [2002,2009]; Smoydzinet al. [2012]inves-
tigated ozone(O3) pollution over the Middle East regionand the Arabian Peninsula. The results
shoved that in the Arabian Peninsula, high levels of O3 concerirations were obsened especially
in summer[Liu et al., 2009] due to the highly favorable weather conditions and high local air
pollutant emissions[Lelieveldet al., 2009]. In particular, nitrogen oxides (NOy) concerirations
in this area are exceptionally high [Stavrakou et al., 2008]. As a result, air pollution in this
region needsto be investigated, monitored, and reduced. Lebanon, a small deweloping courtry
in the Middle East region, located on the easternshore of the Mediterranean Sea, experiences
high pollution episades due to local emissionsbecauseof a growing population, espedally in
urban areas,the absenceof any public transport system[MoE, 2005],steady winds from eastern
Europe and Saharan dust storms from the desert [Saliba et al., 2007]. Therefore, the courtry
represets a good casestudy for investigating air pollution in the region. The few measuremeis
conductedin Beirut, the capital city of Lebanon, revealedhigh levels of nitrogen dioxide (NO»)
with an annual averageconcerration of 66 g/m3 [Af et al., 2009]and high levels of partic-
ulate matter, PM1o and PM2.5, with annual concerrations of 64 and 20 mug/m 3, respectively
[Massoudet al., 2011]. The levels exceedWorld Health Organization (WHO) guideline valuesof
40 mug/m3 for NO, and 20 and 10 mug/m 2 for PM 1 and PM .5, respectively. Although these
measuremets provide valuable information on air pollution, they are scarceand limited to a
few areas. Therefore, the useof chemical-transport models (CTM) is essetial for understanding
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the spatio-temporal distribution of gaseousand particulate pollutants in the region. Previous
studies have focusedon simulating the distrib ution of O3 over this region using regional CTM.

The EMAC chemistry generalcirculation model [Roeckner et al., 2006]was usedto investigate
O3 levels in the Persian gulf region [Lelieveld et al., 2009]and a fully coupled on-line model
(WRF-Chem version 3.3.1) [Grell et al., 2005]was used for the Arabian Peninsula [Smoydzin
et al., 2012]. However, no modeling study has yet been conducted for Lebanon or its capital
city Beirut. In this study, the WRF-A RW version 3.3 meteorologicalmodel [Skamaiock et al.,
2008b]is usedwith the Polyphemus/Polair3D CTM [Mallet et al., 2007; Sartelet et al., 2007]to
investigateair polluti on in Beirut aswell asin Lebanonfrom July 2 till July 18,2011. WRF has
beenevaluated against obsenations in many regions[Borge et al., 2008 Carvalho et al., 2012;
Molders, 2008]but, to our knowledge,hasnever beenapplied to Lebanon. The Polyphemus/P o-
lair3D CTM hasbeenevaluated over Europe [Sartelet et al., 2007,2012;Couvidat et al., 2012a],
Asia [Sartelet et al., 2008],and North America [Sartelet et al., 2012],but not in the Middle East
region. This study aims to investigate air pollution in Beirut in July 2011 via meteorological
and air quality modeling. The evaluation of WRF and Polyphemus/Polair3D in this region is
essetial prior to the useof such models for future air quality studies.

The methodology and the model con gurations for WRF and Polyphemus/Polair3D are
described in Section C.2. The ewvaluation results for the meteorologicaland chemical simula-
tions aganst obsenations are preseried and discussedin SectionsC.3 and C.4, respectively.
Conclusionsare provided in Section C.5.

C.2 Metho d

C.2.1 Mo deling domains

For meteorologicalmodeling, three modeling domains wereseton a latitude-longitude projection.
A mother domain (D3) with 25 km horizontal resolution covering the Mid dle East region, aswell
as someparts of eastern Europe, northern Africa and the Mediterranean Sea and two nested
domainswith 5 km resolution for Lebanon (D2) and 1 km resolution for Beirut and its suburbs
(D1) were adopted. The two nested domains D1 and D2 are used for the air quality model
simulations. A map of the modelind domain is shown in Figure C.1.

C.2.2 Episode selection and observational data set

The modeling study was conducted from July 2 till July 18, 2011. During this period, meteo-
rological and air quality measuremets were conducted at the Faculty of Scierces of the Saint
JosephUniversity campus(USJ site) in the region of Mansourieh(33.86N ; 35.56E) distant by 6
km from the center of Beirut. Meteorologicalmeasuremets included wind speed(anemometer),
wind direction (weah er vane), surfacetemperature (thermometer), relative humidity (hygrome-
ter) and atmospheric pressure(barometer). Averagetemperaturesin Beirut exceeded28 °C and
clear skieswere dominant. No precipitation was recorded during this period. These weather
conditions, aswell as westerly and easterly winds coming from easternEurope and Asia, respec-
tively, favored oxidant and secondaryorganic aerosol (SOA) formation. Trace gasesincluding
carbon monaxide (CO), NOyx and O3 were measuredon-line on a 1-min basis using trace gas
analyzers[Michoud et al., 2012] while VOC were measuredon a 1-hour basis using an on-line
Thermal Desorption Gas Chromatography with a Flame Ionizati on Detector (TD-GC-FID) and
on a 5-min basis using a Proton Transfer Reaction Mass Spectrometry (PTRMS). However only,
the results obtained from the TD-GC-FID are usedfor the evaluation of modeled VOC. PMs5
sampleswere collected using a high-volume sampler (30 m3/h) on a 12-h basis. They were
analyzedfor OC and EC using the EUSAAR?2 protocol [Cavalli et al., 2010],for organic aerosols
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Figure C.1: The modeling domains D1, D2 and D3 usedin this study.

using a gas chromatography coupledto a massspectrometry (GC/MS) technique and for inor-
ganic aerosolsusing an ion chromatography (IC) technique. The model simulation results are
compared with those measuremets to evaluate the ability of the model to reproduce major
chemical components of photochemical air pollution in Beirut.

C.2.3 Meteorological modeling

WRF-ARW was usedto generatethe meteorological elds using a two-way nesting approad
with a vertical structure of 24 layers covering the whole trop osphere. Initial and boundary
conditions were driven by the National Certers for Environmental Prediction (NCEP) global
trop ospheric analyseswith 1°x 1°spatial resolution and 6 h temporal resolution. Topography
and land use were interpolated from the United States Geological Survey (USGS) global land
coverswith the appropriate spatial resolution for eady domain.

Physical parameterizai ons usedin the modelinclude the Kesslermicrophysicsscheme[Kessler,
1969],the RRTM long-wave radiation scheme [Mlawer et al., 1997],the Goddard NASA short-
wave stheme [Chou and Suarez, 1994], the Grell-Deveryi ensenble cumulus parameterization
scheme [Grell and Devenyi, 2002] and the Noah land surface model [Chen et al., 2001]. Sev-
eral physical options such as planetary boundary layer (PBL) dynamics, land surfacemodel as
well as seweral numerical options are available in WRF. A seriesof model experimerts chang-
ing one option at a time was conducted to identify the simulation which provides the lowest
biasesand errors when comparedto the obsenations. Becausemeteorological models tend to
diverge after someintegration time (typically two or three days), segmeted simulations were
also performed. Thus, sewera two-day restarted simulations were performed to complete an 18
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day long simulation. For ead simulation, the rst 12-hour period was consideredas a spin-up
period for the model. Becausethe PBL hasan important impact on the near surfacewind eld,

two PBL schemeswere tested: the Yunsai University (Y SU) PBL scheme[Hong et al., 2006],
which is a non-local closure scheme [Stull, 1988]and the Mellor-Yamada-Nakanishi and Niino
(MYNN) level 2.5 stcheme [Nakanishi and Niino, 2004], which is a local TKE-based scheme.
The MYN N schemewas deweloped to improve performanceof its original Mellor-Yamadamodel
[Mellor and Yamada, 1974]. Major di erercesbetweenthe two schemes(MYNN and MY) are
the formulations of the mixing length scaleand the method to determine unknown parameters.
In addition, becausethe inner domain (D1) includeslarge urban areas,an urban surfacemodel
was used. WRF includesthree urban surfacemodels: the urban canopy model (UCM) [Kusaka
et al., 2001], which is a single layer model, and two multi-la yer models, the Building Environ-
mental Parameterization (BEP) [Martil li et al., 2002]and the Building Energy Model (BEM)

[Salamana et al., 2010]. In this study, UCM was used becauseit includes the anthropogenic
heat release,which is not included in the multi-la yer models [Kim , 2011]. Using UCM, se\eral
in uential parameterssuc asthe anthropogenicheat ux, road width, and building width and
height valuestypical for Beirut were chosen, whereasfor other parameters (urban ratio for a
grid, surfacealbedoof roof, road and wall, thermal conductivity of roof, road and wall, etc.), the
valuesprovided by the WRF con guration le were adopted becauseof a lack of data. There-
fore, a referencebuildin g width of 11 m [CBDE, 2004]and a road width of 8.5 m were adopted
[Chélala, 2008]. A building height of 17.9 m was chosen[Chélala, 2008]while the mean annual
anthropogenicheat ux for Beirut was estimated to be 17 W/m 2 [IIASA , 2013.

C.2.4 Air qualit y modeling

The Polyphemus/Polair3D CTM was used. Aerosol modeling was performed using SIREAM
(Size Resohed Aerosol Model) [Debry et al., 2007a] coupled to the Hydrophilic/Hydrophobic
Organic (H20) model for SOA formation [Couvidat et al., 2012a],ISORROPIA [Neneset al.,
1998]for inorganic aerosolsthermodynamics, and the CBO5 chemical kinetic medanism for gas-
phasechemistry [Yarwood et al., 2005; Kim et al., 2009, 2011a]. SIREAM segregateghe particle
sizedistribution into sectionsand solvesthe generaldynamic equation by splitting coagulation
and condensation/evaporation-nucleation [Debry et al., 2007a]. In H?O, two anthrop ogenicand
v e biogenic SOA precursorsspeciesare used as surrogate precursors. In order to accourt for
the fact that primary organic aerosols(POA) are semi-wlatile organic compounds (SVOC), an
SVOC/EI-P OA (Emissions Inventory based POA) value of 5 was adopted following Couvidat
et al. [2012a]to estimate SVOC emissions.

The USGSland cover wasused Initial and boundary conditions for the outer domain (D2)
were extracted from the output of the Model for Ozone And Related chemical Tracersversion
4 (MOZART-4; http:/lwww.acd.ucar.edu/wrf-c hem/mozart.shtml), which is an o -line global
tropospheric CTM [Emmons et al., 2010]. It is driven by NCEP/NCAR reanalysis meteorol-
ogy and usesemissionsbasedon a databaseof surface emissons of ozoneprecursors(POET),
Regional Emission Invertory in Asia (REAS) and Global Fire Emissions Database (GEFD2).
The results are at 2.8°x 2.8°horizontal resolution for 28 vertical levels. It should be noted that
a pre-simulation was performed for the D1 (June 24 till July 2) and D2 (June 15till July 2)
domains to eliminate the e ect of initial conditions. Outputs from the meteorological model
(WRF-ARW) were used to compute vertical di usion with the Troen and Mahrt [1986] and
Louis [1979] parameterizations within the PBL. For horizontal di usion, the CMAQ parame-
terization was used [Byun and Schee, 2009]. Gas and patrticle deposition as well as seasdt
emissionswere pre-processedusing relevant meteaological variables. Biogenic emissionswere
calculated using the Model of Emissions of Gasesand Aerosolsfrom Nature [Guenther et al.,
2006]. This model, which is designedfor global and regional emissionmodeling, has a global
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Table C.1: Numerical options and physical parameterizations considered.

Options M1 M2 M3 M4 M5

UCM no yes yes no no

PBL YSU | YSU | MYNN | MYNN | YSU
Continuous | yes | yes yes yes no*
simulations

*Restarts every two days.

coveragewith a 1 km x 1 km resolution.

For anthrop ogenic emissions,a spatially-resolved and temporally-all ocated emissioninven-
tory wasdeveloped for Lebanonaswell asfor Beirut and its suburbsin a previous study [Waked
et al., 2012b]. This emissioninvertory is usedhere. Emissionswere spatially allocated using a
resolution of 5 km over Lebanon and a resolution of 1 km over Beirut. The invertory includes
the emissionsof CO, NOy, sulfur dioxide (SO,), VOC, ammonia (NH3), PM1g, and PM.5. A
wide variety of emissionsourcesincluding road transport, maritime shipping, aviati on, energy
production, residertial and commercial activities, industrial processesagriculture, and solvert
useare included in this inventory. A bottom-up methodology was usedfor the major cortribut-
ing sourcessucd asroad transport, cement industries and power plant energy production. For
other sources,a top-down approac was adopted. Spatial allocation was performed using pop-
ulation density maps, land cover and road network aswell astrac count data and surveysin
many regions[Waked and Af , 2012]. Temporal pro les were allocated with monthly, daily, and
diurnal resolutionsfor all sources.The inventory was deweloped for a baseyear of 2010.

C.3 Meteorological simulations

C.3.1 Mo del simulation con gurations

The results obtained from WRF were evaluated with meteorologcal data colleded at the USJ
site. Reliable meteorological data at other locations were not available within the D1 and
D2 domains, thereby preverting a more complete model performance evaluation. Dierent
simulations from M1 to M5 (Table C.1) were performed in order to selectthe meteorological
simulati on which hasthe lowest biasesand errors when comparedto obsenations.

For physical parameterizations, the YSU PBL scheme (simulation M2) and the MYNN
scheme (simulation M3) were tested with the use of UCM. In addition, two simulations (M1
and M4) with the YSU and MYNN sdemes,respectively, were performed without the use of
UCM. To test numerical options, a simulation (M5) was performed using segmened simulations
with two-day restarts to assessvhether the model tends to divergesigni cantly after 2 days of
simulati on.

C.3.2 Results

To evaluate a model, seweral approacescan be used[Gilliam et al., 2006]. Here, we compare
model simulation results to measuremets at one site using model performance statistical in-
dicators that include the root mean squareerror (RMSE), mean fractional bias (MFB), mean
fractional error (MF E), normalized mean bias (NMB), normalized mean error (NME), and the
correlation coe cien t (seeAppendix C.6). The results of the statistical evaluation for wind speed
and wind direction at 10 m above ground level (agl), surfacetemperature, relative humidity, and
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pressureat 2 m agl are preseried in Table C.2 for the v e simulations tested. Overall, the model
is able to reproduce local wind speed, surfaceair temperature, and pressurewith correlations
greater than 0.74 (simulation M1). For wind direction and relative humidity, lower correlations
(0.2 - 0.4) are obtained. Wind speedand wind direction have values of MFB and NMB in the
range of 20 to 60 %. For surfacetemperature, relative humidity, and pressure,the statistical
biasesindicate a low over-prediction of 1 to 10 %. Accordingly, RMSE reported valuesfor sur-
face temperature (1.54 °C) and wind speed (1.34 m/s) are low, those of relative humidity (13
%) and pressure(14 hPa) are moderate, and that of wind direction is high (92°, simulation M1).
Thus, model predictions of wind direction are the worst amongthe v e variables. Other studies
have shovn RMSE valuesfor surfacetemperature of 2.8 °C in Alaska [Molders, 2008], 3.46 °C
in the southern U.S. [Zhang et al., 2006], and 2.82 °C in Paris [Kim, 2011]. For wind speed,
thesevalueswere 3 m/s in Portugal [Carvalho et al., 2012],1.62m/s in the southern U.S. [Zhang
et al., 2006],and 1.93 m/s in Paris [Kim, 2011]. For wind direction, RMSE values of 92°are
comparableto the value obtained in the southern U.S. (97°, Zhang et al. [2006]), but greater
than the value obtained in Portugal (52°, Carvalho et al. [2012]). Therefore, this meteorological
simulati on shows satisfactory performancewhen comparedto other similar studies.

C.3.3 Numerical options

The ewaluation of segmerted simulations is reported in this section becausegrid nudging of
the NCEP initial and boundary conditions was usedin all simulations. Comparison between
simulati on M5 (segmerted simulations with two-day restarts) and the other simulations (M1-M4)
showved better correlations for all the variables for the long simulations without segmetation,
especially for wind componerts where M5 givescorrelations of 0.55and 0.23for wind speedand
wind direction respectively, comparedto valuesof 0.74and 0.38 obtained from a long simulation
without segnentation sud as M1. For other variables, di erences between simulations are not
signi cant. RMSE and other statistical indicator values are comparable between M5 and the
cortinuoussimulations. This leadsto the conclusionthat the model doesnot divergesigni cantly
after someintegration time, which results in part from the small size of the D1 domain and its
two-way nesting to greater domains. On the other hand, there is considerableuncertainty in
the initial conditions, which are generated every two days in the non-cortinuous simulations
becausethese initial conditions are provided with a spatial resolution of 100 km to be usedin
a simulation for Beirut with a spatial resolution of 1 km, thereby leading to biasesand errors
that are higher than those of a cortin uous simulation.

C.3.4 Physical parameterizations

The MYNN PBL sthemeusedwith UCM (simulation M3) was found to producethe best statis-
tical results for all the variables. Accordingly, this physica option in uences wind speed,surface
temperature, relative humidity, and pressure. Using this option leadsto the best correlations
amongall the simulations for all variablesexceptfor wind speed. The correlationsare 0.63,0.39,
0.91,0.31,and 0.97 for wind speed,wind direction, surfacetemperature, relative humidity, and
pressure.For MFB, MFE, NMB and NME, no signi cant di erences are observed amongthese
simulations (M1-M4). In summary, M1 with the YSU scheme givesthe best results for wind
speedand M3 with the MYNN sciemeand UCM givesthe best results for wind direction and
relative humidity.
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C.3.5 Best con guration

Temporal variations for wind speed,wind direction, surfacetemperature, and relative humidity
of the two best selectedsimulations (M1 and M3) are shown from July 2 0hQO till July 17
0h00,2011in Figure C.2 becauseafter July 17 0h00, no obsenations were recorded. The model
reproduceswind direction better from July 6 till July 10in both simulations while from July 2
till July 6 and from July 12 till July 16, the model is not able to reproduce winds originating
from the East. The model reproduces satisfactorily relative humidity for the sekcted period
in simulations except on July 4, 5, 15 and 16 when the model over-predicts relative humidity.
Surfacetemperature is better reproducedin simulation M3 than in simulation M1 which over-
predicts surface temperature. Lastly, a comparable pattern is obsened with lower values for
wind speedin simulation M3 due to the use of UCM, which has an e ect of decreasingwind
speedsdue to urbanization. In summary, the model performs better from July 6 till July 10 for
all the variables.

Clearly, the PBL sthemein uenceswind speed, wind direction, and surfacetemperature
[Borge et al., 2008]. Temperature is best modeled with the MYNN sdceme using UCM. This
result agreeswith that obtained by Kim [2011]in a simulation over Paris, France. Outside the
center of the city, the e ect of UCM on temperature is not signi cant and is compensated by
the e ect of the PBL scheme. For wind speedand wind direction, no signi cant variation is
obsened betweenM1 and M3. For relative humidity, a better correlation is obtained using the
MYNN PBL scheme,and a lower non-signi cant correlation is obtained for wind speed. Overall,
simulation M3 performs slightly better for most variables than simulation M1 patrticularly for
temperature and humidity and we may condder that the correlation of 0.63 obtained for wind
speedin simulation M3 is closeto the correlation of 0.74 (systematic error of 18 %) obtained
in simulation M1 while the correlation for relative humidity of 0.31 obtained in simulation M3
is signi cantly dierent from the value of 0.2 (systematic error of 43 %) obtained in simulation
M1. In addition, surfaceair temperature and wind direction were slightly better modeled in
simulation M3 in terms of temporal variation (Figure C.2) and NMB (Table C.2). Basedon
theseconsiderations,the results obtained from simulation M3 are usedfor air quality modeling.

C.4 Air qualit y simulations

The results obtained from Polyphemus/P olair3D wereevaluated againstmeasuremets of gaseous
species(O3, NO,, VOC and CO) and PM,:5 (total massand major componerts) collectedat the
USJ site. Statistical indicators usedfor model evaluation include MFB, MFE, mean normalized
bias (MNB), and meannormalized error (MNE) (seeAppendix C.6).

C.4.1 Gaseous species

The basesimulation conducted with the MOZART-4 boundary conditions (Al) led to Oz con-
certrations within the D1 domain that weretoo high comparedto the obsenations by nearly a
factor of two (seeTable C.3). Sensitivity simulations were conducted where emissions of NOy
(A2) and VOC (A3) were reducedby a factor of two; these simulations did not lead to satis-
factory O3 concerrations, in part becauseof the strong in uence of the boundary conditions.
A decraaseof NOy emissionsleadsto an increasein O3 concerrations (A2) becausethe study
area is saturated in NOy. Moreover, NOy concerrations are well reproduced by the model
in the basesimulation Al. VOC reductions are e ectiv e in reducing O3z concerirations (A3)
due to the fact that the area of the study is consideredto be VOC-limited, having a VOC to
NOy ratio in the range of 3 to 5. Howewer, the decreasein O3z concertrations is insu cien t to
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Figure C.2: Temporal variation of meteorologicalvariables (obsenations and model simulations
M1 and M3) from July 2 till July 17,2011;(a) : wind speed(m/s); (b) : wind direction (°); (c)
. air temperature (°C); (d) : relative humidity (%)).
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Table C.2: Statistical performanceevaluation of the meteorologicalvariablesfor the WRF sim-
ulations.

Wind speed:
Simulation | RMSE (m/s) MFB (%) MFE (%) NMB (%) NME (%) Correlation
M1 1.34 34 50 43 55 0.74
M2 1.63 39 55 56 66 0.72
M3 1.54 32 56 45 62 0.63
M4 1.33 26 50 33 53 0.63
M5 1.43 35 54 45 60 0.55
Wind direction:
Simulation RMSE (°) MFB (%) MFE (%) NMB (%) NME (%) Correlation
M1 92.06 23 41 21 35 0.38
M2 93.5 24 41 21 35 0.36
M3 94.23 20 41 19 34 0.39
M4 94.6 20 42 20 35 0.35
M5 132.48 35 62 44 61 0.23
Surface air temp erature:
Simulation | RMSE (°C) MFB (%) MFE (%) NMB (%) NME (%) Correlation
M1 154 5 5 5 5 0.9
M2 1.19 4 4 4 4 0.91
M3 0.88 2 3 2 3 0.91
M4 1.18 4 4 4 4 0.91
M5 1.47 3 5 3 5 0.84
Relativ e humidit y:
Simulation | RMSE (%) MFB (%) MFE (%) NMB (%) NME (%) Correlation
M1 12.78 4 12 4 12 0.20
M2 13.46 5 13 5 13 0.14
M3 12.65 8 13 8 13 0.31
M4 12.17 7 12 7 12 0.33
M5 11.62 5 11 5 11 0.21
Atmospheric pressure:
Simulation | RMSE (hPa) MFB (%) MFE (%) NMB (%) NME (%) Correlation
M1 13.83 1 1 1 1 0.98
M2 13.85 1 1 1 1 0.98
M3 14.01 1 1 1 1 0.97
M4 14 1 1 1 1 0.97
M5 13.96 1 1 1 1 0.88
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Table C.3: Results from simulations Al to A4 from July 2 to July 18 2011at USJ..

O3 Cco NOy PM>.5
Mean concerration | Mean conceriration | Mean concentration | Mean concentration
(_ gim?3) (_ gim?3) ( g/m3) (_ gim?3)
Obs* 51 519 65 22
Al 95 703 69 21
A2 136 702 31 23
A3 82 702 72 20
A4 50 703 68 21

*Qbservations at USJ.

match the obsened concenrations and VOC concertrations are already underestimated by the
model in Al by a factor of 2 to 3 (Table C.4). An increaseof NOy emissionsand a decreaseof
VOC emissionscould lead to satisfactory O3 concertrations, but would lead to non-satisfactory
results for VOC and NO,x modeled concertrations. Therefore, a sensitivity simulation was also
conductedwith the boundary O3 concerrations halved (A4). That simulation led to reasonable
agreemen with the obsenations for all gaseousspecies. A comparison between simulation Al
and simulation A4 shaws that modifying the O3 boundary concerrations has negligible e ect
on CO, NOx and PM,.5 modeled concerirations. Although a recert evaluation of MOZART-4
with ozonestudy led to satisfactory results [Emmons et al., 2010], a detailed evaluation with
PBL O3 data in the Middle East region hasnot beenconductedbecauseof a lack of data. Better
characterization of PBL air pollution concerrations in that region is neededto obtain realistic
O3 boundary concerirations.

This strong in uenceof boundary conditions which leadsto a signi cant overestimation of
O3 concernrations may be due to the fact that the MOZART-4 data usedduring this study have
a horizontal resolution of 280 km and are used as boundary conditions for a domain D2 with
a horizontal resolution of 5 km. It is possiblethat the useof an intermediate domain of 25 or
50 km horizontal resolution may decreasethe uncertainties generatedby the MOZART-4 data.
Howewer, an emissioninventory for the Middle East regionis not currently available and the use
of an intermediate domain D3 for air quality simulation is therefore not feasible. In addition, we
comparedthe results of this simulation to O3 concertrations measuredin the summerof 2004in
Beirut at an urban site [Saliba et al., 2006]in order to assesghe accuracy of the simulation at
a di erent location than the onewherethe measuremets are performed. Such comparisonsare
not true evaluations of the model becausethe years of the simulation and obsenations di er.
Nevertheless,suth comparisonsmay point to somepossiblebiasesin the air quality simulation
if the di e rences cannot be justi ed. The results shov a modeled value of 1585 g/m? for CO
in both simulations A1 and A4 comparedto a measuredvalue of 1213 g/m3. For PM1, a
value of 47 g/m 3 was modeledin both simulations comparedto a measuredvalue of 44 g/m?3.
The modeled O3 concerrations are 54 g/m?2 in simulation A1 and 32 g/m?2 in simulation A4,
comparedto a measuredvalue of 34 g/m3. Clearly, the results obtained from this evaluation
show that simulation A4 with modi ed O3z boundary conditions leadsto better results for O3
concerrations and has negligible e ect on other pollutants. Therefore, simulation A4 is used
below.

Averagemodeled surfaceconcerrations (over both land and sea)of O3, NO», and CO from
July 2 to 18 are 50, 49 and 700 g/m? in the inner domain (D1) and 72, 10 and 240 g/m?3
in the outer domain (D2), respectively. The modeled surface spatial distributions of O3 and
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Table C.4: Statistical performanceevaluation for O3, NO2, NOy, CO and someVOC at USJ..

Species | Obs® | Mod® | MFB | MFE | MNB | MNE
O3 ¢ 51 50 |-17% | 33% | -9% | 33%
NOy 65 69 | 27% | 118% | 74% | 108%
NO, 54 54 | 16% | 105% | 42% | 76 %
CcO 519 | 703 | 20% | 41% | 55% | 73%
TOL 19 7® | -96% | 97% | -61% | 62%
XYL 17 89 | -87%| 89% | -55% | 58 %
-Pinene | 0.05 | 0.1" | 37% | 97% | 261% | 301%
Isoprene | 0.62 04 |-94% | 122% | -14% | 109%

a) Obsened mean concerrations ( g/m3).

b) Modeled mean concertrations ( g/m3).

c) A threshold value of 80 g/m 2 was usedfor obsenations.

d) The TOL measuredspeciesinclude toluene, ethylbenzene butylbenzene,isopropylbenzene
and propylbenzene.

e) The TOL modeledspeciesincludes also other minor monosubstituted aromatics.

f) The XYL measured speciesincludesxylene, trimeth ylbenzenzeand ethyltolu ene.

g) The XYL modeled speciesincludes also other minor polysubstituted aromatics.

h) The -pinene modeled speciesincludes -pinene and sabinene.

Figure C.3: Modeled averageOs concerirations (left) and NO, concerirations (right) in  g/m3
for the outer domain D2 (T = Tripoli ; C = Chekka ; B = Beirut ; J = Jieh).
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Figure C.4: Modeled averageOs concerirations (left) and NO, concerirations (right) in  g/m3
for the inner domain D1.

NO, concerrations for D2 and D1 (Figures C.3 and C.4) show lower O3 concerirations where
most NOx emissionsfrom industries, harbors and road tra ¢ occur and higher valuesin the

mountains. Accordingly, higher concerirations of NO, are modeled near the coastin Beirut and
its suburbs,in the cities of Tripoli and Chekka in the north and Jieh in the south. Major sources
in thoseareasinclude densetra ¢ in urban areasand on highways along the coast, in particular

in Beirut and Tripoli, the Zouk power plant located on the coast north of Beirut, the Jieh power
plant and the cemen plants located in the city of Chekka. Other emissionsare generatedfrom

the harbors in Beirut and Tripoli and from the international airport located on the coast south
of Beirut. Higher O3 concerrations modeled in the mountains (east of the domain) might be
related to a higher VOC/NO  ratio (Figure C.5), which is more favorable to O3 formation.

To ewvaluate the model conceriration results at the USJ site, di erent statistical metrics
were calculated for the July 2-18period, asshawvn in Table C.4. The model reproducessatisfac-
torily Oz concertrations (bias in the range of 9 to 17 %). MNB and MNE valuesfor O3z of -9
% and 33 %, respectively, are within suggestedperformancecriteria [Russel and Dennis, 2000]
of 5-15% for MNB and 30-35% for MNE. The mean NO, concerration is well reproduced by
the model but the hourly concentrations show a positive bias. For NO», the MNB of 42 % is
comparableto the reported value of 35 % obtained during a simulation in the North Seacoastal
region in Europe in July 2001 [Matthias et al., 2008]and to the day-time and nigh-time values
of -19 % and 31 % reported in Mexico City during the MCMA- 2006/MILA GRO eld campaign
[Zhanget al., 2009]. In addition, a MNB of 74 % for NOy calculated during this study is in better
agreemen with obsenations than the reported value of 101 % for a simulation over Naskhville,
U.S.A, in July 1999using the CMAQ model [Bailey et al., 2007]. CO concertrations show an
over-prediction by the model on the order of 30 % on average. Theseresults are comparableto
those of other studies conductedin Europe, Mexico and the U.S.A [Matthias et al., 2008;Zhang
et al., 2009; Bailey et al., 2007]. Biogenic VOC concerirations are small (< 1 g/m?3) for both
obsenations and simulations; they show an over-prediction of -pineneby the model by a factor
of two and an under-prediction of isoprene on the order of 30 % on average Howewer, the -
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Figure C.5: Modeled averageVOC/NO  ratio for the inner domain D1.

Figure C.6: Temporal variation of obsened and modeled O3 concertrations in  g/m?2 from July
2 till July 13,2011.
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Figure C.7: Modeled average PM2.5 concerrations in  g/m?2 in Lebanon and in the city of
Beirut (T = Tripoli ; C = Chekka ; B = Beirut ; S= Sibline).

pinenemodel speciesis a surrogatespeciesthat includes -pineneand sabinene.The MNB value
of -14 % reported for isopreneis comparableto the reported valuesof 14 % and -17 % during a
simulati on in July 2004usingthe MOZART-4 CTM [Horowitz et al., 2007]. Anthrop ogenicVOC
sud astolueneand xylene are under-estimatedby the model by a factor of 2 to 3. Nevertheless,
the resuts obtained are satisfactory becausespeciated VOC emissionsare assaiated with large
uncertainties and modeled VOC concerrations, which are typically not evaluated, are subject
to signi cant bias. Indeed, monoterpene concerrations are underestimated by almost a factor
of two in a simulation over the easternU.S. using the MOZART-4 CTM [Horowitz et al., 2007]
due to a signi cant underestimation in terpeneemissionswhile isopreneemissionestimatescan
di er by morethan a factor of 3 for sped c times and locations whendi erent driving variables
are usedin the emissionscalculations [Guenther et al., 2006]. Temporal variations for O3 are
shawn in Figure C.6 from July 2 till July 13, 2011 (no measurements were recorded after July
13). The model reproducessatisfactorily the diurnal variation of O3, with a peak O3 concerra-
tion occurring between12 pm and 1 pm for both observed and modeled values on most days.
Howewer, on somedays (2, 3, and 9 July), a secondO3 peakis obsened between9 am and 10
am. This secondpeakis not reproduced by the model.

C.4.2 Particulate pollutants

Modeled PM».5 averagesurfaceconcerrations (over both land and sea)from July 2 to 18,2011
are 10 g/m?3 for Lebanon (D2) and 19 g/m? for Beirut and its suburbs (D1). The spatial
distribution of PM,.5 concerrations (Figure C.7) shows higher concertrations (> 40 g/m?3)
in the city of Beirut and its northern suburb, Chekka in the north and Sibline in the south.
Denseon-roadtra c, industrial sources(Zouk plant north of Beirut and the cemen plants near
the coast of Chekka and Sibline) and Beirut international airport located south of Beirut lead
to signi cant air pollutant emissiors [Waked et al., 2012b]. Lower PM,.5 concernrations in the
easternpart of the domains (< 20 g/m?3), are related to the fact that anthrop ogenicsources
in these areasare lesssigni cant. This suggeststhat PM,.5 concenrations are dominated by
anthrop ogenic sources. Indeed, biogenic modeled SOA account for only 4 % of total PM25
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Table C.5: Statistical performance evaluation for PM,.5, OC, EC and particulate sulfate, nitrate
and ammonium at USJ

Species Obs* | Mod® | RMSE( g/m?3) | MFB | MFE

PMys5 219 | 20.8 9.75 6% | 37%
ocC 56 | 3.57 2.93 -49% | 54%
EC 1.8 | 1.17 1.05 -33% | 56%
Sulfate 6.06 | 7.35 5.35 25% 61 %
Nitrate 0.32 | 0.0049 0.39 -189% | 189%
Ammonium | 1.87 | 0.32 1.9 -114% | 128%

a) Obsened mean concerrations ( g/m3).
b) Modeled mean concerirations ( g/m3).

modeled concerirations in the inner domain D1 and 8 % in the outer domain D2. Compared
to the WHO annual guideline of 10 g/m?3 and 24-hour averageguideline of 25 g/m?3, PM,:5
concerrations exceedthesevaluesin large urban agglomerationssuc as Beirut and Trip oli and
in the regionsof Chekka and Sibline where several cemeri plants are located and modeled PM .5
are above 100 g/m3.

Statistical model performanceat the USJ site is presened in Table C.5. The obsened value
for PM,.5 is a reconstructed massconcerration basedon the IMPR OVE method (IMPR OVE,
2011). Overall, the model reproducessatisfactorily PM».5, OC, EC, and sulfate (SO42-) average
concerrations. MFB valuesin the range of -6 to 49 % and MFE valuesin the range of 37 to
61 % obtained during this study indicate that the model meetsthe performance criteria (-60
% 6 MFB 6 + 60 % and MFE 6 75 %) suggestedby Boylan and Russel(2006). For nitrate
and ammonium, there is a large underestimation of the model. This high underestimation could
be related to uncertainties in NH3 emissions. The MFB and MFE reported values of -49 %
and 54 % obtained for OC during this study are in agreemen with the valuesof -37 % and 50
% reported for Europe in another simulation conducted using Polyphemus/P olair3D [Couvidat
et al., 2012a]. In a simulation conducted with the CMAQ model over the easternU.S., MFB
values for PM»,.5, OC and EC were -3 %, 37 % and 14 %, respectively [Bailey et al., 2007].
Those are lower than the valuesreported here (Table C.4). However, for sulfate a MFB of 25 %
reported hereis lower in absolute value than the value of -35 % reported by Bailey et al. [2007].

C.5 Conclusion

A modeling study of meteorology and air pollution in Beirut was conducted for the period of
July 2-18, 2011 using WRF and Polyphemus/Polair3D. WRF reproducessatisfactorily the di-
urnal variations for temperature, wind speed, relative humidity and atmospheric pressureand
agreesrelatively well with obsenation of wind direction especially from July 6 to July 10, 2011.
The WRF results shav acceptable performance comparedto valuesreported in other studies
in Europe and the United States, however, measuremets were available for model performance
evaluation only at onesite. The air quality modeling resultsin Beirut, show higher NO, concen-
trations nearthe coastin the city of Beirut and its northern suburb and lower O3 concerirations
within the city limits. Highest valuesfor PM,.5, OC, and EC are modeled within the city lim-
its suggestingthat the major sourceswhich lead to the formation of PM,.5 are anthrop ogenic
sources.The CTM performanceevaluation results showv that Polyphemus/P olair3D reproduces
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satisfactorily O3z, PM».5, OC, EC, and sulfate concenrations. Statistical indicators obtained
for the major pollutants are in the range of other studies conductedin Europe and the U.S.A.
Furthermore, the Oz diurnal variation is well reproduced by the model. This modeling study is
the rst one conducted for Beirut. It provides an overview of the pollutant concerirations in
the summer of 2011. Future work should focus on the improvemen of the input data sud as
the emissioninventory and the meteorologyin order to reducebias and errors betweenmodeled
and obsened concertrations. Moreover, obsenational data from more than one site are needed
in order to better evaluate the model. A measurement campaignwill be conductedin 2013in a
road tunnel in Beirut in order to obtain speci ¢ road transport emissionfactors represerativ e
of the Lebaneseeet.

C.6 Supplementary materials

Table C.6: De nitions of the statistical indicators.

Indicators « De nitions
Root mean square er- 1 P © )2
ror (RMSE) n_,o
Mean fractional bias 1 X G O 1 X icG O]
(MFB) and mean frac- — —— an — —
tional error (MFE) Ny (G 0)=2 N, (G+0)=2
X0 X0
Normalized mean (¢ o) (o o]
bias (NMB) and nor- i=1 and =L
malized mean error X0 X
(NME) Oi 0i
i=1 i=1
Mean normalized bias ]
(MNB) and mean 1% ¢ o and }xn jc o]
normalized gross error n. o] n. o]
(MNGE) i=1 i=1
X0
(¢ (o 0
\L I:l \L
g X g x
Correlation coe cien t (g o2 (o 02
i=1 i=1
1 X 1 X
with o= — o and tT= — G
Mo Mo

¢i: modeledvalues, o;: obsened values,n: number of data.
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