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Context and objectives
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1.1 Background

Urbanization is a sign of modernization, industrializatend mobilization. It implies for a

transformation in the social environment, political orgation and division of work. On the

other hand, rapid urban extension in the last century hatetrhing consequences for sus-

tainability and had profoundly changed the environment\umrglay activities. Furthermore,

more than half of the world’s population live in urban areAs.described byDke (1987, the

process of urbanization produces radical changes in theenat the surface and atmospheric

properties of a region. It involves the transformation @ tadiative, thermal, hydrologic and

aerodynamic characteristics and thereby alters the nanesgy and hydrology balances, as

well as the wind and turbulence levels.
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Therefore, among the many issues and challenges involverban development, are the

environmental ones, such as:

e Urban heat island

Air quality

Pedestrian wind comfort

Energy management

1.1.1 Urban heat island

The Urban Heat Island (UHI) phenomenon consists in an isectair temperature within
cities in comparison to the rural surroundings. It was fidenitified byHoward (1820 over

the city of London. Especially at night, the air temperatdiféerence can reach 3 to 1K

for large agglomeration®Oke 1987. The deterioration of the urban thermal environment has
been recognized as a serious problem during the summer snveveh in mid-latitude regions.
During heat waves, it can lead to serious consequencesnts tef public health. This was
revealed during an important heat wave in August 2003 ttietid Europe and caused more
than 7Q 000 victims, with a majority in urban areas (1800 in France)lémon and Jougla
2003. This deterioration could become worse in the context mha&le change (temperature
increase even larger in cities due to a positive feedbadkC@rthy et al. 2010.

Consequently, urban development initiatives that comsttkeinfluence on the urban ther-
mal environment have received more attention than they imatlee past. In addition, a ther-
mally comfortable environment would be pleasant for thehbitants and commuters in urban
areas.

It is also worth noting that the UHI is seen during both sumaret winter. Rational uti-
lization of the UHI effect in winter may get some advantagestucing the need for heating,
making the snow on the roads melt faster etc. Moreover, nastpare sensitive to temper-
atures and only grow above a certain threshold. In areaswane affected by the UHI effect
there is more growth in most plants, so whilst it may be pcattirom an agricultural point of

view.
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1.1.2 Air quality

The heat wave that struck Europe in summer 2003 was not otrigreg in temperature but also
in the persistence of high ozone concentrations for alnhwsetweeks. The World Health Or-
ganization (WHO) states that more than two million peopkahch year from causes directly
attributable to air pollution\/HO, 2006. Current research concludes that emissions in build-
ings are one of the major sources of the pollution that caudssn air quality problems, and
pollutants that contribute to climate change. They acctarmt9% of sulfur dioxide emissions,
25% of nitrous oxide emissions, and 10% of particulate eonss all of which damage urban
air quality. From the source of World Resource Institutesdabon data for 2000, buildings (in-
cluding residential and commercial buildings) produce8¥ greenhouse gas emissions ahead
of industry (104%) and transportation (15%) sectors. In that event, sustainable develop-
ment requires the improvement of the interrelationshipeéen a building, its components, its

surroundings, and its occupants.

1.1.3 Energy management

The World Business Council for Sustainable Developm&iBCSD, 2009 points out that
40% of the world’s energy use is consumed in buildings. Neudimgs that will use more
energy than necessary are being built every day, and nslidrioday’s inefficient buildings
will remain in 2050. On one side, in order to reduce the glamargy-related carbon footprint
by 77% or 48 Gigatons to stabilize GQevels in order to reach the ones recommended by
the Intergovernmental Panel on Climate Change (IPCC), thielibg sector must radically
make cut in energy consumption. On the other side, this ptesas excellent opportunity for
business to develop new products and services that cesttigéfly reduce the energy burden on
consumers and countries while contributing to the slowdofweclimate change. This market

could be worth between US$®trillion and US$ 13 trillion.

1.1.4 Pedestrian wind comfort

Near high-rise buildings, it can happen that wind reachgh kielocities at pedestrian levels,
contributing to general discomfort of the city inhabitantseven being dangerous. In March
2011, in the United Kingdom, high winds blustered in Yorkshior almost one day long,

causing some minor structural damages to buildings andrdddreover, a report of the Daily
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Mail described how a pedestrian was killed and another égjurhen a lorry overturned and
toppled over them during a high wind episode in the centehefdity of Leeds. Actually,
there have already been recorded instances of people bleing bff their feet near high-rise
buildings.Lawson and Penward€h975 reported dangerous wind conditions to be responsible

for the death of two old ladies in 1972 after being blown owesbdden wind gusts.

On the other hand, in weak wind region, a good urban veraitdtelps to reduce the UHI.
This is definitely an advantage with the raising concernandigg the cost and environmental
impact of energy use. Not only does wind provide natural Negrdan (outdoor air) to ensure
safe healthy and comfortable conditions for building o@ntp without the use of fans, it also
provides free cooling without the use of mechanical systeAdequate urban ventilation is

also helpful to increase air pollutant dispersion arounttimgs (Shirasawa et 312008.

In fact, the construction of a building inevitably changes microclimate and the ventila-
tion in its vicinity. Therefore, the design of a building sha@ not only focus on the building
appearance and on providing good indoor environment, lmutldralso include the effect of its
architecture on the outdoor environment. The impact ofdugs on outdoor environment, in

particular related to wind, has received relatively liitéention, so far.

1.2 Urban physics

As a consequence of these issues, focus was given on thectesethe field of urban physics,
aiming to better understand and model the phenomena oegurnrurban areas and the atmo-
sphere above, such as heat, moisture and momentum transftusant and acoustic disper-
sion, radiative transfer etc. Urban physics cover a larggeaf disciplines: meteorology, fluid
dynamics, thermal, aerodynamics, and acoustics etc. Btaroe, in the field of wind engi-
neering, urban physics analyze the effects of wind in th&-bpi environment and studies the
possible damages or benefits which may result from wind. érfitids of air pollution, urban
physics also includes low and moderate winds as these aarelto dispersion of contami-

nants.
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1.2.1 Spatial and temporal scales and urban boundary layer

The interactions between urban areas and the atmosphere iafqaly various scalerlanski

(1979 gives a rational subdivision of scales for atmosphericesses:
e synoptic scale (scale of largest cyclones, distance |ainger 200km)

e mesoscale (between synoptic scale and larger than mitepgeam 2000kmto 200km
and from 20kmto 2km)

e microscale (near-ground atmospheric phenomena, disteaesghan Xxm). More re-
cently, microscale includes smaller scales, such as: ibgildcale (less than 10®),

building component scale (less thanrhpeven building material scale.

Scale dependent parameterizations are needed to incladeftibences of built-up areas
on meteorological fields in atmospheric models. In ordetudysthe impact of an urban area
on its surroundings (scale varying from 10 to 108 mesoscale modeling is used, where the
influence of obstacles is parameterized. In order to studyptienomena occurring within
the urban canopy (scale varying from 1®Qo 2 km) obstacle resolving microscale models are
used, where the obstacles are explicitly included in thehmidsvertheless, while characteristic
scales of phenomena resulting from single obstacles atvedly small ¢ 100m, ~ minute$
and can be resolved, in reality there are always multiple¢ashss as, for example in urban
areas; many buildings, in a wind turbine park; many turhirmesn a forest; many trees. In
these cases, hardly all obstacles can be resolved withisuffaetail, and their impacts need to
be parameterizedSg¢hltinzen et al2011). To additionally calculate the interaction of canopy
layer processes and the air above, a coupling between naés@std microscale models can
be used. Based ddrlanski(1975, Randersor{1976 andSchliinzen et al2011) (Fig. 1.1)
summarize the spatial scales of phenomena that can belglsentlated in a mesoscale model
and microscale model and that have to be parameterized irdalraoto be considered via the
boundary values. The boundary layer over an urban area iaro€plar interest as it is in this
layer of the atmosphere that the majority of observationglran areas are madeKe, 1987
Stull, 1988. It is therefore important to know what these observati@psesent. As air flows
from one surface to another an internal boundary layer foffine internal boundary layer is
influenced by the new surface and deepens with fetch. Thenadteoundary layer formed over

urban areas is the Urban Boundary Layer (UBQKké et al, 1999 Stull, 1988. The buildings
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Phenomena impact
accounted for in
Scales of atmospheric phenomena meso- micro-
scale scale
models
10000 km [ Global Girculation [, . .. |Boundary
13’1]0”95 p -scale |values
Fronts
1000 k )
m Mgso-Cyclones o Directly
100 rographid Hffects, [~ Meso [simulated
e Land-Sea Breeze B -scale Boundary
Urban Hedt Island, — // values
10 km Deep convegtion; Y
Thunderstorims /
Con- 4
1 km : o
vection | Directly
Therl— Micro simulated|
100 m mals -scale
i0m Buildin Y Para-
WakesF meterised 7
Tm|  Turbu- /
lence A
10 cm Para-
meterised
Size ime 1 Minute 1Hour 1 Day 1Month1 Year10 Yr

Figure 1.1: Spatial and temporal scales of atmosphericgghena and how these phenomena

are treated in Reynolds-Averaged Navier-Stokes (RANS)stde or obstacle resolving mi-

cro scale models (right columns). Dashed areas in the r@hbms indicate the currently used

RANS model resolutions and the resulting possibly resdé/abinimum phenomena sizes.
From Schliinzen et a(2017).
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introduce a large amount of vertical surfaces, high rougbeéements, artificial materials, and
impervious surfaces (such as buildings and pavementsrhatade of dark colors absorb the
heat which causes the temperature of the surface and sdrguair to increase). The most
well-known consequences are the UHI, the generation of flaves between the city center and
its outskirts and between the various city districts, ared‘tlban plume’ downwind of a city.

In calm or low wind condition, the warmer air in the city corsas, pulling air near the surface
radically inward and a radially outward return flow develdpfta This air circulation forms

the ‘urban dome’ (a dome of heated air above the cities dueesspre differences between
warmer temperatures in the city and cooler temperaturdseirstirrounding rural areas). The

UBL structure and its various sub-layers are depicted inifeid.2

a) Mesoscale

ﬁ
B S T
T Urban outer layer
PB L Urban Boundary Layer l
b) near-surface layer
Rural BL
rural suburban urban suburban rural
b) Local scale ___c) Microscale

inertial sublayer

———— -

Figure 1.2: Schematics of the urban boundary-layer stractdicating the various (sub)layers
and their names. a) PBL: planetary boundary layer; in b) U@ban canopy layer; in ¢) SVF:
sky view factor. FronRotach et al(2005; modified afterOke (1987).
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1.2.2 Urban energy balance

Knowledge of the surface energy balance is essential torstastel urban climate and boundary
layer processe®ke(1987) defines the energy balance for a building and air volumesgoimig

different heat fluxes as illustrated in Figuke3, with the following equilibrium relationship:

Q"+ QrF = Qn + Qe +AQs+AQa, (1.1)

whereQ* (W n?) is the net radiation flux through the volum@g (W n12) is the anthro-
pogenic heat flux release within the volun@y (W n12) andQg (W n1?2) refer to convec-
tion of sensible heat flux and latent heat flux respectivelye fermsAQs (W n12) andAQa
(W n12) are storage of heat in the ground and the buildings and &dedwat transfer within
the volume. Note that here the terms ‘convection’ and ‘ateatrefer to vertical turbulent
transfer and mean horizontal transfer, respectively.

For dry surfaces, the energy balance in equatiof) {s simplified by neglectin@g, and if
the sites are horizontally homogeneoiQa can be also ignored. Therefore, surface temper-
ature results from the balance of energy exchanges at tfaesigiven the incoming radiative

forcing, the local ambient air temperature, and the sunfadetive properties.

1.2.2.a Radiative balance*
The net radiative flux at a surface reads:
Q=8-S +L+—L", (1.2)

whereS" (W n12) andS' (W n12) are respectively the incoming and outgoing short-wave
radiative fluxes|* andL" are respectively incoming and outgoing long-wave radéstivxes
(W ).

Incoming short-wave radiation can be decomposed into rectiand diffuse component,
and for both short- and long-wave radiation we can distisigtine contributions coming from

the atmosphere above and from the urban environment:

S =+S+S, (1.3)
Lt = La+ Le, (1.4)

whereSp (W i 2) is the direct solar fluxSs (W m2) the solar flux diffused by the atmosphere

above,S (W n1?) the flux diffused by the environment (i.e. from multi-refien on the
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Boundary
Layer

Figure 1.3: Schematics of the urban energy balance in amuybéding-air volume. From
Oke (1987. The base of the averaging volume is determined as the devets which there
is negligible energy transfer on time scales of more thanya Wéith: Q* (W n2) the net
radiation;Qn (W n12) the sensible heat flu@g (W n12) the latent heat fluxAQs (W ni2)

storageAQa (W n12) the advective flux; an@r (W n12) the anthropogenic heat flux.

surfaces).La (W m2) andLe (W n12) are the long-wave radiation fluxes from the sky and
from the multi-reflection on the other surfaces.

Outgoing solar radiation expresses by the albedo (usuaittewa, a dimensionless quan-
tity) which is the fraction of solar radiation reflected by @face. Albedo determines how

much solar energy, a particular substance reflects. H&hceads:
S =a(SH+S+%). (1.5)

Outgoing long-wave radiation is decomposed into an emétetreflected part. Itis a func-
tion of surface temperatui . (K) and surface emissivity (usually written a dimensionless
guantity). Emissivity of a particular material is the friact of energy that would be radiated by
a black body at the same temperature. For a black lsodguld be equal to 1, while for any

real object O< € < 1. Thus L' reads:
LT = 0T+ (1—¢)(La+Le), (1.6)

whereo is the Stefan-Boltzmann constant§6703x 1078 W n12 K—4).
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1.2.2.b Anthropogenic heat fluxQr

Anthropogenic heat flux is generated by humans and humantgctvhilst it has a small in-
fluence on rural temperatures, it becomes more significatkéise urban areag/ashington
1972. The American Meteorological Society (AMS) defines it abteat released to the at-
mosphere as a result of human activities, often involvingloastion of fuels. Sources include
industrial plants, space heating and cooling, human mésabgcand vehicle exhausts. In cities
this source typically contributes £550W n1 2 to the local heat balance, and several hundred
W m 2 in the center of large cities in cold climates and industiaas.”

Anthropogenic heat flux is one contributor to UHI. Althougdhsi usually smaller (not in
high latitude cities) compared to other fluxes, its influeiscebservableRigeon et al.2007).
Anthropogenic heat generation can be estimated by additigea¢nergy used for heating and
cooling, running appliances, transportation, induspiralcesses, plus that directly emitted by

human metabolism.

1.2.2.c Sensible heat fluQy

Surface sensible heat flux is the energy exchanged betwegfaaesand the air in the presence
of a surface-air thermal gradient. Modeling the sensiblat lfleex contributes to determine
both stratification effects on turbulent transport, andgtineate the surface temperature. The

sensible heat fluQy can be parameterized as:

QH = hf(Ta—Tsf(:), (1-7)

in whichhs (W m 2K 1) is the heat transfer coefficient afig (K) the air temperature.
We give a detailed comparison between different approath@sodel the heat transfer

coefficient in Chapter 3.

1.2.2.d Storage heat fluXAQs

The storage heat flux is a significant component of the eneatgnbe Grimmond and Oke
1999h. Knowledge of the storage heat flux term is required in aetgrof applications, for
example to model evapotranspiration, sensible heat flwndary layer growth, etc. Further-
more, the thermal inertia provided by this storage term isrofegarded as a key process in
UHI. It accounts for 17% to 58% of the daytime net radiatiomg & greater at the more ur-

banized sites (downtown and light industriaBr{mmond and Okel9991). Considered at the
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hourly timescal@Qs is variable. However)Qs is difficult to measure or model because of the
complex three-dimensional (3D) structure of the urbanas@fand the diversity of materials.
It is often determined as the residual of the surface eneaignice equationGrimmond and
Oke 1999h).

Camuffo and Bernardil982, Grimmond and Ok¢1999h suggest a hysteresis-type equa-

tion to characterize the storage heat flux as a linear fumctiQ* and of the temporal variation

of Q*:

*

J
AQs=a;Q" +ap 2

wheret () is time. The parametex; describes the overall strength of the dependence of the

+ agz, (1.8)

storage heat flux on net radiation. The paramaies the coefficient of retardation &Qs with
respect tdQ*. The parameteas is an intercept term that indicates the relative time wh&g
andQ* turn negative. Parameteaig, a, andaz can be calculated through regression for hourly

averaged data.

1.3 Objectives and structure of the thesis

This work aims to contribute to study the detailed energyharges between buildings and the
urban atmosphere (the distribution of surface tempersurk involves developing a model
coupling thermal transfers involving the buildings and ar(atational Fluid Dynamics (CFD)
modeling of the atmosphere in an urban area. The numericdéhused is the atmospheric
module of the 3D open source CFD codede_Saturne developed by EDF and CEREA. In
previous work, a microscale 3D atmospheric radiative s&éhbas been implemented in the
code to model the energy balance for complex geometiédbgz , 2006. The surface temper-
ature is modeled with a simple approach, the force-rest@tdoad. The new scheme has been
validated with simple cases found in the literatuvilljez, 2009.

Four objectives of this research are as follows:

e The first objective of the thesis is to improve the heat trangfiodel in buildings, by
testing two modeling approaches: the force-restore matttlaaone-dimensional (1D)
conduction scheme. For both approaches, the aim is to pedensitivity studies to ther-

mal parameters and material properties and in particulateonal building temperature.

e The second objective is to compare with another 3D radiatieelel which uses the
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geometric view factor approach: the SOLENE modsiguet and Groleai2002. The
comparisons are made for the short-wave direct and difffisees, long-wave incoming

fluxes and surface temperatures.

e The third objective is to study the full radiative-conveeticoupling. In most models
taking into account the radiation in built-up environmeimtégrative or 3D models),
the airflow, required for calculating the convective fluxpaameterized and rarely fully
modeled. The radiative and thermal models implementediC#D codeCode_Saturne
has the advantage of being coupled with the dynamic moduleaiticular through the

use of a common grid.

However, in previous studiedMflliez, 2006, the radiative-dynamical interaction has
been discussed in a simple way, using a constant pre-cedwdad thus decoupled flow
field. The full radiative-dynamical coupling is neverthedalready implemented, it needs
to be studied in detail in this thesis, including the therimgdact on airflow and on sur-
face temperatures of taking into account a 3D flow field forcin@putation of convective
fluxes. Such a detailed study (which may be computationalheesive) may provide a

better understanding of the phenomena at microscale.

e The last objective includes the validation of our approadh field measurements on an
idealized urban environment as well as on a real city distrltis requires a detailed
analysis of the available data sets in order to identify tnéase properties, the input
and meteorological data (radiative fluxes and wind) as welhash generation of very

complex geometries.

In Chapter 2, | first present some basic CFD aspects and urEgyemodels, then de-
scribe our radiative-dynamical coupled model. Chapterc3@nmts a validation of the radiative-
dynamical model with observations (MUST field experimeml aompares three schemes of
increasing complexity for predicting convective flux (pisbied paper). In Chapter 4, | compare
our radiative model with the SOLENE model. Chapter 5 cossist numerical investigation
on the thermal impact on a low wind speed airflow within an iidea built-up area (submitted
paper). In Chapter 6, | perform numerical simulation of d tghan area case (a district of
Toulouse, CAPITOUL case) including data analysis, comptesh generation and simulation

results. Chapter 7 highlights the main conclusions andigesvperspectives for future work.
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2.1 General CFD modeling approach for the urban environ-

ment

In the past decades, Computational Fluid Dynamics has lmensively used to evaluate the
indoor environment of buildings and heat and mass trangevden the indoor environment
and the building envelop&¢omans et aJ 2008. It has also been used in research on wind flow

and the related processes in the outdoor environment arowititings, including pedestrian



14 Chapter 2. Model design

wind comfort Blocken 2009, wind-driven rain on building frontageBfiggen et al. 2009,
pollutant dispersionfanna et al.2006, exterior surface heat transfdl¢cken et al. 2009,
natural ventilation and wind load of building8¢ok et al, 2003. For both indoor and outdoor
environment studies, the advances in computing perforsnand the development of efficient
and powerful grid generation techniques and numericaksslvave led to the present situation
in which CFD can technically be applied for study cases wiwmgl complex geometries and
complex flow fields.

Numerical CFD modeling offers considerable advantageaussit allows investigation
where experimentation is not possible. It can provide aelamgount of detail about a flow in
the whole calculation domain, under varied conditions artiaut similarity constraints. The
main limitations are the requirement of systematic and CélDt®n verification and validation
studies. The Navier-Stokes equations are commonly useddelthe flow in the Atmospheric
Boundary Layer (ABL) and the nature of the flow in an urban aceasisting of an arbitrary
aggregation of buildings, is dominated by unsteady turfuid&ructures. Unfortunately, turbu-
lent flow is one of the unsolved problems of classical physi2sspite many years of inten-
sive research, a complete understanding of turbulent fl@nbayet been attaine®avidson
2009.

Several methods exist for predicting turbulent flows withDCFThree most popular
approaches are: Direct Numerical Simulation (DNS), LargklyESimulation (LES) and
Reynolds-Averaged Navier-Stokes (RANS) simulation. Thwee approaches including the
choice for our simulations have already been introducedpireaious work (se#lilliez (2009
Chapter 2). Here, we just briefly present the advantages aattivesses of each simulation

approach.

Direct Numerical Simulation (DNS) DNS solves the exact Navier-Stokes equations by re-
solving all the scales of motion from the energetic largdescto the dissipative small scales,
without any modeling. In consequence, DNS is expected twigeoaccurate predictions of
the flow (Moin and Mahesh1998. However, the associated computational cost is extremely
expensive in the case of urban flow problems. Indeed, the auwflgrid points required to
simulate a 3D turbulent flow in DNS is proportionallﬁeﬁ“, whereRg_is the Reynolds num-
ber based on the integral scale of the flow. Because the tiepeistrelated to the grid size,

the total computational cost for DNS actually increaseReis This rapid increase witRg
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prohibits the application of DNS to high Reynolds number #psuch as the ones in the ABL.
Despite of all progress in terms of computational power, D& Still restricted to flows with
low Reynolds numbers in relatively simple obstacles in nraeeas because of the very large

range of scales that have to be resolvédceal et al.2007) .

Large Eddy Simulation (LES) The basic idea of LES is to solve ‘filtered’ Navier-Stokes
equations, therefore to resolve only the large-scale mstio a turbulent flow and model the
small-scale (unresolved) motions. The latter scales ofanaire expected to be more universal
and, hence, easier to model. Compared to DNS, LES is not an salation but is less com-
putationally demanding. However, the application of LESvall-bounded flows, particularly
at high Reynolds numbers, is severely restricted owingeatid resolution requirements for
LES to resolve the viscous small-scale motions near the Walhpman(1979 estimated that
the number of grid points needed for LES to resolve these-waklrsmall-scale motions is
approximately proportional tBéB. Several LES studies have been applied to study ABL flow
and dispersion in urban aredsada et al.2004 Xie et al, 2008 Santiago et al.2010. In
spite of the fact that LES computations are feasible and mararate than Reynolds-Averaged

Navier-Stokes simulation (see next paragrah) but theytdrgesy expensive.

Reynolds-Averaged Navier-Stokes simulation (RANS) As the name implies, the RANS
approach solves the ‘averaged’ Navier-Stokes equationthid approach, only the ensemble
averaged flow properties are resolved with all other scédiesidies being modeled. The tur-
bulent stresses required for the closure of the Reynoldsaged momentum equation, known
as the Reynolds stresses, represent the mean momentumifidkesd by turbulence. The
classical approach to model this term is to adopt the edaysisy concept originally proposed
by Boussinesq1877), which assumes a linear constitutive relationship betwtbe turbulent
stresses and the mean strain-rate tensors.

As additional equations, several types of turbulence nsodibw to obtain an estimate
for the Reynolds stresses in the RANS equations: Mixingtlengodel Prandt] 1925, k— ¢
turbulence models (standard, renormalization group (RM&jlizable) Launder and Spald-
ing, 1974 Yakhot et al, 1992, k — w turbulence modelsato and Launderl993, Algebraic
stress modelsBaldwin and Lomax1978 and Reynolds stress modelsa(nder et a].1975.

The computational cost of RANS is independent of the Reyholdmber, except for wall-
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bounded flows where the number of grid points required in #e-wall region is proportional
to In(Re ) (Pope 2000. Although RANS is less accurate, because of its compurtatieffi-
ciency, RANS is the most commonly used CFD methodology fersimulation of turbulent
flows encountered in industrial and engineering applicatioNote that there is no turbulence
model that is universally valid. In our simulations, thebience is parameterized by the well

known standaré — ¢ closure.

2.1.1 Best practice guidelines

The accuracy of CFD is an important matter of concern. Caregsired in the geometrical
implementation of the model, in grid generation and in gelgcproper solution set-up and
parameters. Since a large number of choices needs to be m#ue liser in CFD simulations,
some guidelines on industrial applications have been glbdi in order to clarify the method
for validation and verification of CFD results (e.g. ERCOETfAEuUropean Research Commu-
nity on Fluids, Turbulence And Combustion) organizatiogsidelines Casey and Winterg-
erste 2000). In 2007, European Cooperation in Science and TechndlG@ST action 732
research groupHranke et al.2007) compiled a set of specific recommendations for the use of
CFD in wind engineering from a detailed review of the literat In 2008, a Working Group
in the Architectural Institute of Japan (AlJ)Jdminaga et a).2008, similar to COST 732, con-
ducted extensive best practice advice for CFD predictiotihéopedestrian wind environment
around buildings. These documents primarily focused cadst®ANS simulations. Here, we
briefly present some guidelines for CFD in urban aerodynamigich are mainly based on

COST Franke et al.2007) and AlJ (Tominaga et a).2008 recommendations.

2.1.1.a Errorin CFD Simulations

In typical CFD simulations, different kinds of errors carvea very large impact on the results.

Here we classify some sources of errors:

Physical modeling errors Physical modeling errors are due to uncertainties in theder
lation and to deliberate simplifications of the model: fostance, the RANS equations in
combination with a given turbulence model, the eddy vidgasiodel or Boussinesq hypothe-

sis, use of specific constants in the € model, use of wall functions, modeling of the surface
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roughness, simplifications of the geometry, etc. In geng@fysical modeling errors can be
examined by performing validation studies that focus onaderphenomena (e.g. turbulent

boundary layers).

Computer round-off errors Computer round-off errors develop with the representatibn
floating point numbers and the accuracy at which numbergareds With advanced computer
resources, numbers are typically stored with 16, 32, or & bComputer round-off errors
are not considered significant when compared with other®rrid they are suspected to be
significant, one can perform a test by running the code atlzehigrecision. For simple flows,
single precision runs (32 bit arithmetic) are usually adgguor convergence. In some more
difficult cases, where there may be extremes of scales inrtdigm or very fine meshes, it can
be required to use double precision (64 bit arithmetic) sTill require more memory, but may
not add a huge overhead on computational time, dependirfieamature of the hardware being
used. The computer numbering format in the CFD oGaée_Saturne used in our simulations

is double precision.

Iteration-convergence error This error is introduced because the iterative proceduresich
the steady state solution has to be stopped at a certain mameme. The default values
for convergence in most commercial codes are not strictusscaode vendors want to stress
calculation efficiency. Therefore, stricter convergeniteda are required to check that there is
no change in the solution. COST 732énke et a].2007) suggests that scaled residuals should
drop by at least 4 orders of magnitude. Albfninaga et al.2008 points that the suitable
convergence values are largely dependent on flow configaratid boundary conditions, so it
is better to check the solution directly using different\aengence criteria. In our simulations
with Code_Saturne, we keep a standard residual value (30and check the convergence of the

solution with monitoring points.

Spatial and temporal discretization errors These errors are generated from representing
the governing equations on a mesh that represents a dmsttetomputational domain. For
unsteady calculations also time discretization causesatization errors. ERCOFTAC report
(Casey and Wintergerst2000 indicates that the spatial and temporal discretizati@paob-

ably the most crucial source of numerical errors. The COSI réport Franke et al.2007)
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advises that grid sensitivity analysis is a minimum requigat in a CFD simulation. In Section
(2.1.2, we discuss in more detail the issues relative to the coatiomial grid. To assess the in-
fluence of the time step on the results, a systematic reductimcrease of the time step should
be made, and the simulation repeated. We investigate tmswih the MUST experiment in
Chapter 3. In advection dominated problems, the time Atdp) should satisfy the following

criteria:

whereAxmin (m) is the minimum grid widthUmax (M s 1) is the maximum velocity an@FL

is the Courant-Friedrichs-Lewy numbeZdurant et al.1967). Choosing the minimum grid
spacing and the maximum velocity makes this estimate ceateg. The generally suggested
criteria is thalCFL < 1.

Besides the above mentioned errors, due to a lack of infeemabout physical parameters
used within the model, the influence of the unwise choice es¢hparameters can also lead to
error on the results if the choice is inadequate (see thetseystudy in Chapter 3).

Generally, many errors are made by CFD users because offi&clowledge. As a result,
simulation results can only be trusted or used if they haen lperformed on a mesh obtained
by grid-sensitivity analysis, performed taking into acebthne proper guidelines that have been
published in literature and carefully validated. Validatimeans systematically comparing

CFD results with experiments to assess the performance gttirsical modeling choices.

2.1.1.b Choice of the computational domain

The size of the entire computational domain in the vertieagral and flow directions depends
on the area that shall be represented and on the boundanyicoadhat will be used. For urban
areas with multiple buildings, both COST 73#&nke et al.2007) and AlJ (Tominaga et aJ.
2008 reports suggest that the top boundary should be ldgtbor above the tallest building
with heightHmax (Fig. 2.1). The reason is that the large distances given above thaaest
are necessary to prevent an artificial acceleration of thve dleer the buildings. AfteFranke
et al.(2007), the lateral boundaries should be at a distancef-5 from the obstacles. Same
distance should be set between the inlet boundary and theditding which allows for a fully
developed flow (Fig2.1). The outflow boundary should be positioned at lea$i & behind

the last building to allow for flow re-development behind thake region (Fig.2.1). Similar
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Figure 2.1: Recommended computational domain size wWHgggrefers the maximum height
of the building, adapted aftéranke et al(2007) andTominaga et al(2008.

requirements for the lateral and the inlet boundaries waggeasted byfominaga et al(2008.
However, they report that there is a possibility of unreaigesults if the computational region
is expanded without representation of surroundings, themgécommended outflow boundaries

is at least 18lnax

2.1.1.c Initial and boundary conditions

Incorrect or inappropriate specification of initial or baany conditions is a very common
cause of errors. They may lead to the solution of the wronglpro as well as convergence

difficulties.

Initial conditions  Initial data and inflow data are very often chosen the samis i$fa good
starting point for most models. Initializing with the larggcale field which is expected to be
close to the final solution will reduce the computationabe# needed to reach stationary so-
lutions. However, if these initial data are not close to tkal iinitial conditions (e.g. wrong
wind direction) then an accurate solution can not be expge@&mce initial data are not known
perfectly, but include uncertainties that result from ladkneasurement or measurement in-
accuracy, the initial input values are never perfectly knowhereforeFranke et al(2007)
advise to keep initial data uncertainty as little as poss#rid to keep in mind that the initial

data influence the model results in unsteady simulations.
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Inlet boundary conditions The proper choice of boundary conditions is very important.
Since they represent the influence of the larger-scale wudings and they determine to a
large extent the solution inside the computational dom&ihthe inlet boundary, the mean
velocity profile is often obtained from the academic lodaritc profile modeling the flow over
the upwind terrain via the roughness lengit{m), or from the profiles of the wind tunnel sim-
ulations. In simulation of field experiments, availabledimhation from nearby meteorological
stations is used to determine the wind speed (m s 1) at a reference heiglae (m) (Stull,
1988.

In the case the vertical distribution of turbulent enekgg) (m? s~2) is not available in the

data setFranke et al(2007) assuming a constant friction velocity in ABL, suggest:

UABL
k(z) = , 2.2
& VCy (22)
and the dissipation ratgz) can be expressed as:
UniL
£(z) = 2.3
@)= e (2:3)

whereUsg, (m s 1) represents the atmospheric boundary layer friction vBloC,, is a con-
stant coefficient£ 0.09), k is the von Karman constant(0.4).

NeverthelessTominaga et al(2008 point out that, in their recommendatio®sanke et al.
(2007 assume that the height of the computational domain is mawérthan the atmospheric
boundary layer height, since the assumption of a constetibfr velocity is only valid in the
lower part of the atmospheric boundary layer - surface bagnihyer Stull, 1988. Therefore,
AlJ (Tominaga et aJ.2008 proposes the following estimation equation between thrgoat

profile of turbulent intensity(z) and turbulent energk(z):
k() =1(2°U(2)?% (2.4)
with
z
|(z) = 0.1(—)B-005, 2.5
(2 (%) (2.5)
whereU (z) is the vertical profile of velocityris 1), zg (m) is the boundary layer height arfd
is the power-law exponent. Botlg andf are determined by terrain category (see Tabig,

Tominaga et al(2008 also recommend that the values of the dissipation rateusndiy

assuming local equilibrium of production term forequation. When the vertical gradient of
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Table 2.1: Parameters determinii(@); Modified afterAlJ (2004); Category |: open, no sig-
nificant obstruction, sea, lake; Il: open, few obstructjgrassland, agricultural field; 11l: sub-
urban, wooded terrain, few tall building (4 to 9-story); laity, tall buildings (4 to 9-story); V:
city, heavy concentration of tall buildings (higher thans<itOry).

Category | [l m v v
V/e 250 350 450 550 650
B 01 015 02 027 035

velocity can be expressed by a power law with exporfient

o2 = Cli k2 B )P 26)

Top boundary conditions AlJ (Tominaga et aJ.2008 report that if the computational do-
main is large enough (Fig.1), the boundary conditions for lateral and top boundarieaato
have significant influences on the calculated results arthmdarget buildings. However, the
COST 732 Franke et al.2007 report stresses the importance of the choice of the topdeoyn
condition and lateral boundary conditions. If symmetry maary conditions are applied to the
top boundary, these might enforce a parallel flow, by fordimg velocity component normal
to the boundary to vanish. Furthermore, prescribing zermabderivatives for all other flow
variables may lead to a change from the inflow boundary peofiléhich can have a non zero
gradient at the height of the top of the domain). On the ottzerdh if the top boundary is
handled as an outflow boundary, it can allow a normal velamityponent at this boundary. In
order to prevent a horizontal change from the inflow profiiless recommended to prescribe
a constant shear stress (velocity gradient) at the topegsponding to the inflow profiles. The

latter option is taken in our simulations (see Chapter 5 gnd 6

Lateral boundary conditions Inthe CFD codes, when the approach flow direction is parallel
to the lateral boundaries, symmetry boundary conditioadraquently used at lateral bound-
aries. We use this option in an idealized case simulation Gepter 5) Franke et al(2007)
state that symmetry boundary conditions enforce a parfédel by requiring a vanishing nor-

mal velocity component at the boundary. Therefore, the dannshould be positioned far
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enough from the built-up area of interest in order not to leaan artificial acceleration of the
flow near the lateral boundaries (F@.1). In the case where different wind directions are to be
simulated with the same computational domain, then thedbb®undaries become inflow or

outflow boundaries. They are cases we present in Chapter 8.and

Outlet boundary conditions At the boundary behind the obstacles (where all or most of the
fluid leaves the computational domain), open boundary ¢mmdi are mostly used in CFD sim-
ulations. The open boundary conditions are either outfloaooistant static pressure boundary
conditions. We apply the outflow boundary conditions in oumdations. With an outflow
boundary condition, the derivatives of all flow variablee &rced to zero, corresponding to
a fully developed flow.Franke et al(2007 indicate that this boundary should be ideally far
enough from the last building in order not to have any fluigngéering into the computational
domain. This also applies when using a constant static yresd the outflow boundary, with
the derivatives of all other flow variables forced to vanistie note that imposed pressure at

outlet is used irCode_Saturne.

Wall boundary conditions At solid walls, the no-slip boundary condition is used foe th
velocities.Franke et al(2007) mention two different approaches to resolve the sheasstae
smooth walls. The first one is the low-Reynolds number apgra¢hich resolves the viscous
sublayer and computes the wall shear stress from the lodatitye gradient normal to the
wall. The equations for the turbulence quantities contaimpling functions to reduce the
influence of turbulence in this region dominated by moleculacosity. The low-Reynolds
number approach requires a very fine mesh resolution in thlenaamal direction. The first

computational node should be positioned at a dimensionlaslistancez" given by:
Zt =zu./v~1, (2.7)

wherez (m) is the distance normal to the wail,(m? s1) is the the kinematic viscosity and

(m s1) is the friction velocity, computed from the time averagealhghear stress, (N m2):

u, = (tw/p)"2, (2.8)

with p (kg nm3) the density.
To reduce the number of grid points in the wall-normal ditiand therefore the com-

putational costs, another approach called wall functisrepplied as an alternative approach
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to compute the wall shear stress. With the wall function apph, the wall shear stress is
computed assuming a logarithmic velocity profile betweenviiall and the first computational
node in the wall-normal direction. For the logarithmic plefo be valid, the first computational
node should be placed at a dimensionless wall distanzé bétween 30 and 500 for smooth
walls. Also, for wall function modeling the turbulence qtities have to be modified at the
first computational node. They are usually calculated assyan equilibrium boundary layer,
consistent with the logarithmic velocity profile. In spitevalid in regions of flow separation,
of reattachment and of strong pressure gradients and afgediotable of the transition from
laminar to turbulent boundary, the effect of wall functiarsthe solution away from the wall
is however regarded as small in the built environment.
Furthermore, the wall function approach is also used foghowalls.Blocken et al(2007)

state different wall functions and demonstrate the impmeaof four basic requirements for

CFD simulation of ABL flow with sand-grain wall functions. @Hiour requirements are:

e a high mesh resolution in the vertical direction near thadmtof the computational

domain,

¢ the horizontal homogeneity of ABL flow in the upstream and dstream region of the

domain,

e a distanceyp (M) from the center poinP of the wall-adjacent cell to the wall (bottom

of the domain) that is larger than the physical roughnesghtiés (m) of the terrain
(Yp > ks),

e the relationship between the equivalent roughness hkigdmd the corresponding aero-

dynamic roughness lengtp (m).

In order to deal with the problem of the impossibility of sitk@meously satisfying all four
requirements in this type wall functions for fully rough surfaces (i.e. standaall functions
modified for roughness based on experiments with sand-gyaghness)Blocken et al(2007)
consider that the best solution is to violate the third regmaentyp > ks and advise to assess the
extent of horizontal inhomogeneity by a simulation in an ghgomputational domain prior to
the simulation domain with obstacles. A roughness wallfiomds used in our simulations, and

is presented in Sectidh 3.5 We also apply the similar consideration to the thermal lo@u
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layer for heated walls. In this work, the dimensionless gat is between 17 and 268 in
Chapter 3 and 4, betweer82and 39 in Chapter 5, and betweer20and 14 in Chapter 6.

2.1.1.d Algorithmic Considerations

In order to be numerically solved, the basic equations haeetdiscretized and transformed
into algebraic equations. For time-dependent problent@mskorder methods should also be
chosen for the approximation of the time derivatives. Hrgbeler advection differencing
schemes can lead to numerical oscillations that may causecpavergence, or have quantities
to overshoot. Running with first order upwind schemes may teebvercome this. However,

it should be recalled that the spatial gradients of the paried quantities tend to become
diffusive due to a large numerical viscosity of the upwintlesme. Both COST 73Z(anke

et al, 2007 and AlJ (Tominaga et a).2008 reports do not recommend the use of first-order
methods like upwind scheme except in initial iterations.

In this research, | first performed the simulations which@esented in Chapter 3 with a
center scheme. However, when the thermal effects are takemaccount in a low wind speed
case (Chapter 5), using a center scheme happens to creageicalnmstabilities, especially in
the inflow region, thus an upwind scheme is used. We adopgime shoice for the simulation

in Chapter 6.

2.1.2 Meshissues

The discrete spatial domain (either for Finite-Differen&enite-Volume or Finite-Element
methods) is known as the mesh. Mesh generation is oftendenesi as the most important
and most time consuming part of CFD simulations. The qualityhe mesh plays a direct role
in the quality of the simulations, regardless of the flow solused. Additionally, the solver

will be more robust and efficient when using a well constrdetessh.

2.1.2.a Mesh classification

As CFD has developed, better algorithms and more computdtmower have become avail-
able, resulting in a diversification in solver techniquesie@lirect result of this development
has been the expansion of available mesh elements and maséctiwity (how cells are con-

nected to one another). The elements in a mesh can be cldssifrarious ways. Based on
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the connectivity of the mesh, they can be classified: stradtwr unstructured. Structured
grid generators are most commonly used when strict elemaligament is mandated by the
analysis code or is necessary to capture physical phenoméimstructured mesh generation,
on the other hand, relaxes the node valence requiremenwiatj any number of elements to
meet at a single nod€ode_Saturne can work with both a structured grid and an unstructured
mesh. Another mesh classification is based on the dimensibtyae of the elements. Com-
mon elements in 2D are triangles or rectangles, and comneomeglts in 3D are tetrahedral or

hexahedral. Here we briefly describe the types of meshedwane&ecommonly used.

Hexahedral meshes Hexahedral meshes (either structured or unstructured)giadte their
name from the fact that the mesh is characterized by a poigheaith six faces. Although
the element topology is fixed, the mesh can be shaped to be fiitaty through stretching
and twisting of the grid. Hexahedral meshes have the adgardhallowing a high degree of
control. Indeed, hexahedral grids, which are very efficafitling space, support a high degree
of skewness and stretching before the solution is signifigaffected. Also, the mesh can be
flow-aligned, thereby yielding to greater accuracy of thigeso Hexahedral mesh flow solvers
typically require lower amount of memory for a given meshkesand execute faster because
they are optimized for the structured layout of the meshtli,gsost processing of the results
on a hexahedral block mesh is typically a much easier taskal&® the logical mesh planes

make excellent reference points for examining the flow field plotting the results.

Compared to tetrahedral meshes (see next paragraph)efeathe cell count, hexahedral
meshes will give more accurate solutions, especially ifgte lines are aligned with the flow.
The major drawback of hexahedral meshes is the time and tesgoeequired to lay out an
optimal block structure for an entire model. Some complexngetries (see the CAPITOUL
mesh in Chapter 6) are very hard even impossible to mesh witahedral block topologies.
In these areas, the user is forced to stretch or twist theezitsmio a degree which drastically
affects solver accuracy and performance. With the presenpatational power, mesh genera-
tion times are usually measured in hours if not days. We useytpe of the mesh in the simple
building geometry case (see Chapter 3 and 4 MUST mesh witht&000 cells; Chapter 5
with about 253000 cells).
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Tetrahedral meshes Tetrahedral meshes (always unstructured grids) are dieaisex by
irregular connectivity which is not readily expressed akrad dimensional array in computer
memory, but use an arbitrary collection of elements to fél domain. Tetrahedral meshes can
be stretched and twisted to fit the domain. These methodsthavability to be automated
to a large degree. Given a good Computer-Aided Design (CABJeh a good mesher can
automatically place triangles on the surfaces and tetrahatthe volume with very little input
from the user. The advantage of tetrahedral mesh metholatithey are very automated and,
therefore, require little user time or effort. And we do need to worry about laying out block
structure or connections. Mesh generation times are ysongasured in minutes or hours.
The major drawback of tetrahedral meshes is the lack of us#ra when laying out the
mesh. Typically any user involvement is limited to the boames of the mesh with the mesher
automatically filling the interior. Triangle and tetrahablelements have the problem that they
do not stretch or twist well, therefore, the mesh is limitedeing largely isotropic, i.e. all the
elements have roughly the same size and shape. This is a jpnajdem when trying to refine
the mesh in a local area, often the entire mesh must be madefinacin order to get the point
densities required locally. Another drawback of the meghisdtheir reliance on good CAD
data. Most meshing failures are due to some (possibly muteserror in the CAD model.
Tetrahedral flow solvers typically require more memory aadehlonger execution times than
structured hexahedral mesh solvers on a similar geometrst ffocessing the solution on a
tetrahedral mesh requires powerful tools for interpotatime results onto planes and surfaces
of rotation for easier viewing. Sind€ode_Saturne accepts meshes with any type of cell and
any type of grid structure and we have an available CAD data,se this type of the mesh in

CAPITOUL studies (see the CAPITOUL mesh in Chapter 6 withual@omillion cells).

Hybrid meshes A hybrid mesh is a mesh that contains hexahedral portionsetrehedral
portions. Hybrid meshes are designed to take advantage gfdasitive aspects of both hexa-
hedral and tetrahedral meshes. They use some forms of larshbells in local regions while
using tetrahedral cells in the bulk of the domain. Hybrid hesscontain hexahedral, tetrahe-
dral, prismatic, and pyramid elements in 3D and trianglescaradrilaterals in 2D. The various
elements are used according to their strengths and weasedgxahedral elements are ex-
cellent near solid boundaries (where the gradients are liggh afford the user a high degree

of control, but are time consuming to generate. Prismaémehts (usually triangles extruded
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into wedges) are useful for resolving near wall gradients$ shiffer from the fact that they are
difficult to cluster in the lateral direction due to the urlgterg triangular structure. In almost all
cases, tetrahedral elements are used to fill the remainiligne Pyramid elements are used
to transition from hexahedral elements to tetrahedral efesn Many codes try to automate
the generation of prismatic meshes by allowing the user timel¢he surface mesh and then
marching off the surface to create the 3D elements. Whilg useful and effective for smooth
shapes, the extrusion process can break down near regibighafurvature or sharp disconti-
nuities. The advantage of hybrid mesh methods is to cortiohape and distribution of the
grid locally, which can yield excellent meshes. The disatizge is that they can be difficult
to use and require user expertise in laying out the variouslgcations and properties to get
the best results. The generation of the hexahedral portbtiee mesh will often fail due to
complex geometry or user input errors. While the flow solvérwge more resources than a
structured hexahedral block code, it should be very sindan unstructured tetrahedral code.
Post processing the flow field solution on a hybrid grid sgffeom the same disadvantages
as a tetrahedral mesh. The time required for mesh geneiatigually measured in hours or

days.

2.1.2.b Choice of the computational mesh

With the Finite Volume, Finite Difference and Finite elenherethods the computational results
depend crucially on the mesh that is used to discretise tig@uatational domain. A high quality
mesh should allow capturing the important physical phenarigke shear layers or vortices

with sufficient resolution and no large errors introduced.

Geometrical representation of obstacles The level of details required for individual build-
ings or obstacles depends on their distance from the cem@alof interest-ranke et al(2007)
point out that the central area of interest should be regredlwith as much details as possible.
This naturally increases the number of cells that are nacgss resolve the details. The avail-
able computational resources therefore limit the detdilielwvcan be reproduced. Nevertheless,
the numerical studies do not always require a very high d@egfeletails. In our simulations,
buildings will be represented as simple blocks (see Chaptdre MUST experiment or with

more details in Chapter 6 the CAPITOUL experiment).
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Mesh resolution When a global systematic mesh refinement is not possiblealtesource
limitations, at least a local mesh refinement should be usttkiareas of interest. Grid stretch-
ing/compression should be small in regions of high gradiemkeep the truncation error small.
In these regions, bothranke et al(2007) andTominaga et al(2008 advise an expansion ra-
tio of 1.3 or less.Tominaga et al(2008 suggest that the minimum grid resolution should be
set to about 110 of the building height scale (abouto 50 m) within the region including
the evaluation points around the target building. Moreother evaluation height (& to 50 m
above ground) should be located at the third or higher gtidroen the ground surface=ranke

et al.(2007) suggest that at least 10 cells should be used per buildilegesid 10 cells per cube
root of building volume as an initial choice. Itis also recqoended that pedestrian wind speeds
at 1.5 to 2mheight should be calculated at the third or fourth cell aktbeeground. However,
using only 5 cells per building side, our simulation respitssented in Chapter 3 are still ac-
ceptable. For the results presented in Chapter 5 and 6 theegions run on computer clusters,
so we use at least 10 cells for the target building.

The mesh should be generated with consideration of suchglaga resolution, density, as-
pect ratio, stretching, orthogonality, grid singulastiand zonal boundary interfaces. However,
the sensitivity of the results on the mesh resolution shbeltested Franke et al(2007) and
Tominaga et al(2008 indicate that the number of fine meshes should be at le&stirhes
the number of coarse meshes in each dimension, and at |leestréfined meshes should be
tested. Additionally, for the unstructured mesh, it is reseey to ensure that the aspect ratios
do not become excessive in regions adjacent to coarse grialsan the surfaces of complex
geometries. For improved accuracy, it is recommended &mge the boundary layer elements
(prismatic cells) parallel to the walls or the ground suefadFig. 2). Bothranke et al(2007)

andTominaga et al(2008 introduce the same technique.

2.2 Review of some Urban Energy Balance Models

2.2.1 Urban Energy Balance Modeling

The behavior of the atmospheric Urban Canopy Layer (UCLhésresult of the interactions
between atmospheric structures induced by the urban lyeteedies. One important feature

of the UCL is the urban energy balance. The recent yearsa&uiEnergy Balance (SEB)
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models have evolved rapidly and increased in complexityy wicreasing computer power and
development of micrometeorological parameterizations.

A large number of models now exist with different assumgiabout the important features
of the surface and exchange processes that need to be irmtgho They can be classified
into five categories, depending on the complexity of the pa@tazation, each one having its

advantages and weaknesdeagson 2006 Milliez, 2000:

e Empirical models: this type of approach makes it possibleige extremely simple
schemes. For instance, the Local-scale Urban MeteorcdbBarameterization Scheme
(LUMPS) (Grimmond and Oke2002 is a local-scale urban meteorological parameteri-
zation scheme capable of predicting the 1D spatial and teshpariability in heat fluxes
in urban areas. Their main weakness is that they are basdadt@tiss from field data,
therefore they are limited to the range of conditions (laodet, climate, season, etc.)

encountered in the original studidddsson2006.

e \Vegetation models without drag terms: this type of appraadmased on the observa-
tion that roughness lengths and displacement heights @ye daver cities. Some refine-
ment, depending on how the buildings are spatially orgahizan be used to evaluate the
roughness lengths. When coupled to an atmospheric moddirgshatmospheric level is
above the surface scheme, with all the friction located iatlével. Grimmond and Oke
(19993 analyze the nature, sensitivity, and size of aerodynaiiarpeters obtained us-
ing morphometric methods, especially in the context of titmgspcal structure of parts of

North American cities.

e \egetation models with drag terms: these models are defigatdforest canopy parame-
terizations. A drag force is directly added in the equatioitmotions in the atmospheric
model, up to the height of the highest buildings. For instaneviewed Yamada'd1082
forest canopy parameterizatiorgrown and Williams(1998 replace the fraction of the
grid cell covered by trees with urban structures and use cwoafficients to incorporate
the urban canopy parameterizations into a mesoscale catifitigval terms in the tur-
bulence equation can also be taken into account. The mad\distage of drag based
schemes is that they imply direct modification of the equetiof the atmospheric models
to which they are coupled. A detailed urban and rural can@psupeterization developed

inside the Penn State/NCAR Mesoscale Model (MMB)dll et al, 1994, DA-SM2-U



30

Chapter 2. Model design

(Dupont et al.2004) uses the drag-force approach to represent the dynamiciemdent
effects of the buildings and vegetation, and a modified wersf the single layer scheme
(see next paragraph), the Soil Model for Submesoscalesaribd Version (SM2-U)
(Dupont et al. 2002 Dupont and Mestayef006, to represent the thermodynamic ef-

fects of the canopy elements.

Single layer schemes: in this approach, the exchanges éetilie surface and the at-
mosphere occur at the top of the canopy. This means that, thieecheme is coupled
with an atmospheric model, the first level of the atmosphmidel is located above the
roof level. This has the advantage of simplicity and traradgity. In this approach, the
characteristics of the air in the canopy must be paramekri@enerally, the logarithmic
law for wind is assumed above the top of the canopy, and annexyi@l law below. Air
temperature and humidity are assumed to be uniform in thgotarOne of these mod-
els is SM2-U Pupont et al. 2002 Dupont and Mestaye006, includes a one-layer
urban-and-vegetation canopy model to integrate the palygrocesses inside the urban
canopy, such as heat exchanges, heat storage, radiap@mtgawater interception, or
surface water runoff, are integrated in a simple way (e.gtheeseparated walls and
roads energy budgets nor wind speed parameterizatioreitisédcanopy). Another ex-
ample is the Town Energy Balance (TEB) schem#&latson(2000. Although TEB is a
simple approach with the use of only one roof, one generit avel one generic road, it
has been shown to reproduce accurately the SEB from regiomaésoscale and urban

scales fasson et a).2002 Lemonsu et a).2004).

Mutlti-layer models: in these schemes, the wind and tentpexare not uniform in the
canopy, they depend on the interaction between the urbéacssrand the air at different
levels in the roughness sub-layer. However, such a refineisierade at the cost of direct
interaction with the atmospheric models because theirteansaare modified. Among
these models, the Building Effect Parameterization madellli et al., 2002 presents
a high level of detail of the SEB, since any number of road aatl arientations are
available, different building heights can be taken intocagtt, and at each level of the
wall intersecting an air level, there is a separate energgéu This feature means this
model is able to represent the differential heating of thi wiaen the sun is close to the

horizon.



2.2. Review of some Urban Energy Balance Models 31

In addition, 3D models generally based on view factors datzn, compute for each urban
sub-facet the incoming radiative fluxes and simple coneagiarameterization or coupled with
CFD (e.g. SOLENE Nliguet and Groleau2002, TUF-3D (Krayenhoff and Voogt2007),
DART (Gastellu-Etchegorry et al2004 Gastellu-Etchegorry2008. Some of them will be
introduced in more details in Chapter 3.

In view of a wide range of urban energy balance models, it ispagsible to single out
one universal SEB model, which would be valid for all caseswEler, a classification and a
comparison of these models can be very helpful to identiéyrttodels for understanding the
complexity required to model energy and water exchangeshkaruareas. To do s@rim-
mond et al.(201Q 2011) recently conducted an international Urban Energy Baldviodels

Comparison which we present in next section.

2.2.2 International Urban Energy Balance Models Comparisa

Grimmond et al(201Q 2011 conducted an international comparison of more than 30 mod-
els based on modeling the methodology and initial results isame experimental data set.
The fundamental requirement for the models to be includatiisinternational comparison
study is that they simulate urban energy balance fluxes.el$asemes have varying levels of
complexity, and model different fluxes. Tal2€2 refers to all the models (some models have
different versions) involved in the international compan study and Figur2.2illustrates the
categories in which the different models were classifiedating to seven characteristics re-
lating to: vegetation, anthropogenic heat flux, heat s@ifag« AQs, morphology, facets and
orientations, reflection, albedo and emissivity. Whiletia models calculate the outgoing ra-
diative fluxesS' andL", net all wave radiatio®* and turbulent sensible heat fl@®g, some do
not model either turbulent latent heat fl@¢ or the additional sources of ener@y, and some
model neither. It is noteworthy that some models solve tla benduction equation using the
force-restore method, while others solve the one-dimersioeat conduction equation. Both
these two approaches have been implemented into our megeséstior?.3.4).

The evaluation of these models shows that they overall manmtelratelyQ*, while they are
less capable of modelinQe. There is evidence that some classes of models perfornr bette
for individual fluxes but not overall. Typically, those thagrform best during daytime do not

perform best at night. For most models, the mean bias err@E)Mor sensible heat flux is
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Table 2.2: Urban energy balance models with a given referatiizing each model participat-
ing in the International Urban Balance Models Comparisandet. Modified afteiGrimmond

etal.(2010

Code Model Name References (e.g.)

BEPO02 Building Effect Parameterization Martilli et al. (2002
BEP_BEMO08 BEP coupled with Building Energy Model Salamanca et a(2009
CLMU Community Land Model - Urban Oleson et al(2008

GCTTC Green Cluster Thermal Time Constant model Shashua-Bar and Hoffmg@004)
IISUCM Institute of Industrial Science Urban Canopy Model Kawamoto and Ook&009
JULES Joint UK Land Environment Simulator Best et al(2006

LUMPS Local-scale Urban Meteorological ParameterizaBoheme Offerle et al.(2003

NKUA University of Athens Model Dandou et al(2005
MORUSES Met Office Reading Urban Surface Exchange Scheme Harman and Belchg004)
MUCM Multi-layer Urban Canopy Model Kondo et al (2005
NJU-UCM-S Nanjing University Urban Canopy Model-singlgéa Kusaka et al(2001)
NJUC-UM-M Nanjing University Urban Canopy Model-multipkyer Kanda et al(2009
NSLUCM /NSLUCMK /NSLUCM-WRF  Noah land surface model/Siaghyer Urban Canopy Model  Chen et al(2009

SM2U Soil Model for Submesoscales (Urbanized) Dupont and Mestay€R006
SNUUCM Seoul National University Urban Canopy Model Ryu et al.(2009
SRUM2/SRUM4 Single Column Reading Urban Model tile version Harman and Belchg006
SUEB Slab Urban Energy Balance Model Fortuniak et al(2005
SUMM Simple Urban Energy Balance Model for Mesoscale Sitiaia Kawai et al.(2007)

TEB Town Energy Balance Masson(2000

TEBO7 Town Energy Balance Hamdi and Masso(2008
TUF2D Temperatures of Urban Facets 2D Krayenhoff and Voog2007)
TUF3D Temperatures of Urban Facets 3D Krayenhoff and Voog(2007)

VUCM Vegetated Urban Canopy Model Lee and Park2004)
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positive, which might be explained by observational errors

Some of the greatest differences in model performance arelfbetween classes of model
that treat vegetation and reflections differently. Somehefdmallest differences relate to ap-
proaches used to calculate heat storage flux and urban mogyh®lot including vegetation,
even for a site with limited vegetation, results in the pgbperformance for all fluxes during
the day (in terms of the root mean square error (RMSE)) anthfent heat flux at night. In
general, using a bulk albedo/emissivity results in betefqgymance for all fluxes during the

day.

Classifications show that no model include all the charesties. In general, the simpler
models perform as well as the more complex ones, based otaafiteal measures, and no
individual model performs best for all the fluxes. This finglimas very significant implications
for the applications of any model. It may also imply that, ame cases, models perform well
but for the wrong physical reasons. For example, if a modeftestimates the net short-wave
radiation, but accurately models the sensible heat fluxait mdicate a problem in the physical
representation of the heat exchanges between the surfadebeaatmosphere (since it needs

to absorb more energy to get the right sensible heat flux).

When considering each individual characteristic, the net®t best perform are those
that are the simplest, since they need to assign only onengéea which can be chosen close
to the observed value. Considering all the characterisbigsther, the simplest and the most
complex models have similar results and perform better thammedium complexity models.
Additional surface information is important for improvingodel performance. Simpler
models often show a net improvement with additional infarorg the more complex models
do not. This may be because there was not enough additiotealedkinformation provided,
so it was more difficult for the users to decide how to properde this information. It is
expected that more complex models may have more potentifltiore improvements, as they
are able to resolve more details without deterioratingrtherformance. The most complex
models are more flexible and have the potential to describ@liysical interactions between

the atmosphere and the urban surfaces.
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2.3 A new coupled radiative-dynamic 3D scheme in

Code_Saturne for modeling urban areas

2.3.1 Choice of the model

Recent researches have sought to reconsider the problemdaflimg the SEB, particularly to
improve the modeling of the thermo-radiative and aerodyoghenomena. For instance, in
order to learn more about the impacts of different propartbgreen arealesionek and Bruse
(2003 developed a classification scheme for typical Europeaarubuilding types and have
simulated them systematically with the microscale clinmatelel ENVI-met. The simulation
results where analyzed primarily in view of thermal advgetand disadvantages of increased
green area and its effects on pollution dispersion and astation. It is shown, that especially
in densely build up block structures, greening with treasl$éeto higher pollution concentration,
while in more open structures the thermal advantages ohgrgedue to shadow effects, can
be fully used to improve of the microclimat€hen et al(2009 performed coupled simula-
tions of convection, radiation and conduction to evalulageautdoor thermal environment over
different urban blocks, a high-rise area and a mid-riseiartee city of Tokyo in Japan, to com-
pare the effects of measures such as the position of the élease point of air-conditioning,
greening, high surface albedo, and traffic volume. The teshlowed that the effectiveness
of moderation countermeasures differed according to tméiguaration of the urban blocks.
Bouyer (2009 presented the SOLENE-microclimate model including a smdel and a in-
ner building thermal model, this last one allowing to congptiie energy consumption of a
building interacting with its urban environment. They aghbintegrated into the SOLENE
(thermo-radiative simulation tool, see Chapter 4), thengighe commercial CFD tool (Fluent)
as a quasi-dynamic coupling to calculate the air tempezatmass concentrations of mois-
ture and heat transfer coefficient. However, only the ena@yysport and moisture equations
in the CFD tool are solved. Except for the initialization paathe absence of resolution of
momentum equations does not allow to take into account theement of natural and mixed
convection of the airflow in the canopy.

The present research aims to accurately simulate the abagespnd surfaces in urban en-
vironments at microscale. The objective is to fully model 8D airflow in the urban canopy in

non neutral conditions and therefore to take into accoumbapheric radiation and heat trans-
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fers for complex geometries. A new 3D microscale radiatcieesne has been previously im-
plemented in the open-source CFD cadde_Saturne, described in details bylilliez (2006.

As a full radiative-dynamic coupling, the model was evatdgatvith idealized cases, using as
a first step, a constant 3D wind fieltliez, 2006. In this section, we describe the main

features of the model and some current improvements.

2.3.2 Presentation of the atmospheric module i€ode_Saturne

Generality of Code_Saturne Developed by Electricité De France for laminar or turbulent
flow, Code_Saturne is a CFD code which can handle complex geometry and comphgsigsh
(Archambeau et gl2003. Code_Saturne solves the Navier-Stokes equations for 2D, 2D ax-
isymmetric, or 3D, steady or unsteady, laminar or turbyliex@ompressible or dilatable flows,
with or without heat transfer, and with possible scalar flations. Beside the atmospheric
module, the code also includes a Lagrangian module, a sanmsgarent radiation module, a
gas combustion module, a coal combustion module, an elentdule (Joule effect and elec-
tric arc) and a compressible module.

The code uses a Finite Volume discretization. A wide rangenstructured meshes, either
hybrid (containing elements of different types) and/or+tonform, can be used. Within the
framework of the Finite Volume approach, the numerical eolntegrates the equations over
each cell of the unstructured mesh. For RANS simulations,titihe scheme is an implicit
first order Euler approach. A fractional step scheme is usatlve the mass and momentum
equations. The first step (predictor step) provides predietlocity components: they are
determined sequentially and without coupling between edloclr. The mass equation is taken
into account during the second step (corrector step): apre$?oisson equation is solved and
the mass fluxes at the cell faces are updated.

Furthermore, the equations for the turbulent variableb(tient kinetic energy and dissi-
pation or Reynolds stresses and dissipation) are solved) atso the Euler approach. For the
k — € model, an additional step is carried out to couple the sotamcaes. Next, the equations
for the scalars are solved, also with the Euler approachalligjrall the variables are updated

and another time step may start.

Specificity of the atmospheric module The atmospheric module is based on the former code

Mercure_Saturngvhich was a peripheral version @bde_Saturne adapted for multi-scales at-



2.3. A new coupled radiative-dynamic 3D scheme i@ode_Saturne for modeling urban
areas 37

mospheric airflow (either neutral or stratified) and polhitdispersion studies. Detailed de-
scribed inMilliez and Carissimq2007), the atmospheric module Glode_Saturne solves the
Navier-Stokes equations for momentum and equations fatiaddl scalars with an anelastic
approximation (i.e. by filtering the acoustic waves whilepmg an assumption of compress-
ibility, by neglecting the variations in time of the densitythe continuous equation). It can take
into account larger scale meteorological conditions, liygia meteorological file that contains
the wind velocity, turbulence kinetic energy, dissipatiate, and temperature profiles. As cur-
rently done in atmospheric models, the potential tempegasithe thermodynamic variable in
the energy conservation equation, which determines fstedton effects on vertical turbulent
transport and allows to estimate the surface-air therneadignt that controls convective heat

transfer. An ideal gas state equation is used to take intousatthe water vapor content.

Two turbulent approaches are available in the module, RANSLES. As mentioned be-
fore, we choose the RANS approach witk a € turbulence closure for our simulations. We
stress that despite the fact that the ¢ closure is generally unable to capture precisely the
geometry dependent large eddies in many complex flows anméstimates the dissipated en-
ergy, it gives a fairly acceptable accuracy with a reasanebinputational time for this research

work.

The model can take into account the Coriolis effects, butunmulations, we work at
local scale and the Coriolis effects are neglected (i.e.sitmellations are under large Rossby
number conditions). In order to take into account the vemedf density in the fluid, the Favre
average is used in the model equations. For a variglitee Favre average for RANGand its

fluctuationV' are defined as:

wherev is the ensemble average.

The equations for mass, momentum and energy conservaab@ar solved in the atmo-
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spheric module are:

opu

o = O (2.9)
_8G oG, dp 0 oG oG 2 . G
Plat Mgk = “ax Tax Mo Tax ) 3H9i gk
I(puy)
“ox TP Peng, (2.10)
08 08 0 A 08 0(pO')

whereu; (m s™1) is the speed for coordinatep (Pa) is the average pressupe (kg nTis™1)is
the viscosity of the fluidg; (m s2) the gravity for coordinate p (kg n2) the fluid density and
pref (kg m s3) is the time dependent hydro-static reference sfai@y nt K1) the thermal
conductivity,8 (K) the potential temperatur€, the specific heat capacity kgt K1 and
Sad (J K m3s71) an extra thermal source.
To close equations2(92.11), the Favre-Reynolds stress and the heat flux are expressed

according to Boussinesq’s turbulent diffusivity model:

T Jup Jduj. 2 ol _ 2
DUl = Iy S —— —D =&

P UIU] Ilt(dxj 0X| ) 3utdj ) P 3djk7 (212)
Sou - M 08

PO = b5 (2.13)

with Pr; the turbulent Prandtl number.
In the k — € model, 1 is linked to the turbulent kinetic energy per unit m&sand the

dissipatione through:

W = Cuﬁ?, (214)

with C;; = 0.09 as inLaunder and Spaldin.974.

The equation for the turbulence and the dissipation arep@m equations:

_(ok _ok) 0 b, 0k

p<ﬁ+uja—><j> = a—><j((u+?k)a—xj) (2.15)
+P+G-pe+ & (2.16)

5(9% . 598\ _ 9 M, 08

p(ﬁ—i_u'dxj) B 0xj((“+ag)0xj)

£ ~ ~ £
+C51E(P—|—C53G)—ng Pf‘i‘ss- (2.17)
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S andS; are extra source terms of turbulence and dissipation résplthat can be used for
example in drag porosity models aRcandG are respectively the production ratekodnd the

production or destruction rate due to buoyancy:

_ G
P = —p ui’u’j—dxj, (2.18)
~ w100
G = pigand (2.19)

The parameters of the equation aog:= 1, 0, = 1.3,Cz1 = 1.44,C2 = 1.92 andCe3 =0
for a stable stratified atmospher@ & 0) andC¢3 = 1 for an unstable stratified atmosphere
(G > 0).

2.3.3 3D Atmospheric Radiative model

In SEB models, different schemes have been developed toastthe radiative balance (shad-
ing and trapping effect of the buildings). In a transpareatiim, numerous approaches employ
the radiosity methodqrayenhoff and Voogt2007) to compute the radiative flux exchanges be-
tween any kinds of two surfaces by calculating the view fiexctw shape factors (sky-wall, wall-
wall, sky-ground, wall-ground, ground-ground). Few agmfres Killiez, 2006 Gastellu-
Etchegorry 2008 estimate the radiative fluxes by solving the Radiation $r@nEquation
(RTE). We compare in detail the two approaches in Chapter 4.

A radiative atmospheric model for flat homogeneous terrainavailable inMer-
cure_Saturne The principle of this model is described in detailStepheng1984), Musson-
Genon(1993 1994 andMilliez (2006. It solves the RTE for the short- and long-wave radia-
tion on 1D vertical arrays. For applications in built-upasgethe basic idea for developing a new
microscale 3D radiative atmospheric model was to meet the@fimg requirements: explicitly
resolve the buildings in 3D, accurately reproduce the cemprban morphology and easily
couple the radiative scheme with the dynamic modilliez, 2006. Thus, adapting to the
atmosphere a radiative heat transfer scheme availablefoplex geometry ifCode_Saturne,

a new atmospheric 3D radiative scheme was develop&ddna_Saturne for the urban canopy
(Milliez, 2006.
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2.3.3.a Radiative Transfer Equation

The thermal radiation is an electromagnetic phenomenohdat transfer. In a physical space
discretized by the Finite Volume method, this means that gatume is not only in interaction
with its direct neighbors but with all visible elements. Amadytical solution of the equation
describing the process of radiative transfer is not possiblowever, numerical methods de-
scribing the radiative heat transfer have been developétlirfig the main aim of computing
the radiative source-term in the energy conservation @guafssuming a gray non-diffusive
semi-transparent media, the RTE can be written as foll@esi¢e and Méchitoy2003 Mil-
liez, 20009:

div(l (x, D)D) = —Ka(X)L(x.D) + Ka(X) 0 T (x) /T (2.20)

wherel (x,D) refers to the intensity of radiation at the locatiof) &long the propagation di-
rection with the vectoD, K5(x) is the absorption coefficient,x,D) the monochromatic lumi-
nance W nT3 sr~1), o the Stefan-Boltzmann constant§6703x 1078 W nr2 K—4) andT,
the air temperature<(). In a semi-transparent mediaW n13 sr—1) andK, can be considered
independent of the wave length and are integrated over #rsim.
The radiative heating ratg.q (W n3) is given by:
4m
Qaa(¥) = —div [ 1(x D)Dd, (2.21)

wheredQ represents the element of the solid anglg &round the directioD.

Boundary Conditions For a solid surface, the outgoing long-wave radiative HUW n2)
at a locationx is composed of a reflected and emitted part under the assamgfttia gray,

diffusive radiation of the surface. The boundary condifimna surface is given by:

LT(x)

e0TA, 1_¢ so2n
==t 2 F [T 1(xD) |Dan| do (2.22)

T T Jo=0

with € the emissivity of the surfacdgs. (K) the surface temperature.

Numerical methods The equation governing radiative transfer is of an intedjfterential
type. Some methods such as the zone method and the Monter@etthod, may be exces-
sively computing-time demanding and therefore currendi suitable for simulation of fluid
flow, chemical reactions and heat transfer in large simutadiomains. Approximate and rapid

solution methods combining accuracy and computationaieffcy are preferred especially for
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3D simulations. To resolve the RTE, there are in general tifferdnt kinds of approximate
numerical approaches: ray-tracing and differential meéshd he essential difference of these

two groups are the directions in which the transport eqoatare formulated.

e Ray-tracing method: 1D equations along a multitude of iitial rays through the com-
putational domain are solved. The formulation of the equmstis made along straight,
arbitrarily oriented rays, which are not inevitably aligh®ith the coordinate system of
the fluid flow. Determining all traces of the rays and cellsaked along its way requires
either a lot of computational time or a lot of memory. In aduhf the vectorization
and parallelization of the algorithms of ray-tracing raidia models is limited due to the

different lengths of the individual ray&taus et al.1997).

¢ Differential Methods: They are tools to transform the eturatf radiative transfer (Eq.
2.20) into a set of partial differential equations which can berfalated in the Carte-
sian coordinate system of the fluid flow. After discretizihg equation with the Finite-
Volume method, a fast iterative sparse matrix solvers carsbd to compute the solution,
and the code for the differential radiation models can éffety be vectorized without
significant increase of memory. One of the differential methis the Discrete Ordinates
Method (DOM) Fiveland 1984 Truelove 1987 Liu et al,, 2000 which is used in our

radiative model.

2.3.3.b Discrete Ordinates Method (DOM)

In the Discrete Ordinates Method, the radiative transpguiaéon is solved for a set ofdis-
crete directions (e.g. 32 or 128 in our model). Each direasassociated with a solid angle in
which the intensity is assumed to be constant. All solid esglre non-overlapping and span-
ning the total angle range offéd The integrals over the direction are replaced by numerical
guadrature summed over each ordinate. Thus, the RTEZEX) can be transformed into a
set of partial differential equations which can be apprated by a set of differential equation.
The quadrature weights are determined by an approximatievhich the number of ordinates

is calculated byn? +2n. Each direction is fixed by its direction cosines. The sotiecen of

the energy conservation equation can be computed from tieeatice of the intensities in all
directions multiplied by the weights at the cell centers Hredemissivity.

In the microscale, we assume that the atmosphere is nosiidfu In fact, the angular
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discretization and the small number of directions make t@&/Dess accurate than view factor
models. To illustrate this, in Chapter 4, we discuss the @idgges and weaknesses of using
DOM in our radiative model through a comparison with SOLEN&d®l (Miguet and Groleau
2002 which uses the calculation of view factors or form factowe adapted the model to
atmospheric radiation. Both short- and long-wave radia#ice taken into account separately.
For the short-wave radiation, we distinguish direct anfudé solar fluxes. We note that the
new radiative scheme is, initially, designed to be appliethe urban canopy. Consideration of
the upper part of the atmosphere is then taken into accoutiteblpoundary conditions at the
top of our domain. SectioB.3.3.cand2.3.3.dpresent the simple models for upper boundary
conditions when data are not available and when not coupitdtiae 1D radiative model of

Mercure_Saturne

2.3.3.c Global solar radiation model

When solar rays pass through the atmosphere, there are finetypas of radiation-damping
processes: Rayleigh scattering, diffusion by aerosotgrion by ozone, water vapor absorp-
tion/diffusion and uniformly-mixed gas absorption. Thedabwe use to evaluate the incoming
global solar radiative flux is based on the Bird Clear Sky nh¢8ed and Hulstrom1981) and
METSTAT model Maxwell, 1998. The latter one is used to provide the solar radiation data
for the United States.

In clear sky conditions, the direct normal solar fley, (W nm2) is obtained as:

Son = CHTr TaTozTanTy, (2.23)

where coefficienC = 0.9751 from METSTAT,S = 137QW n12) is the solar constant;
the transmittance due to Rayleigh diffusian the transmittance due to aerosol absorption and
scattering,ry; the transmittance due to ozone absorptigg, the transmittance due to water
vapor absorption ant, the transmittance due to mixed gas absorption.

The solar diffusion flux by the atmosphere is considered isditeopic and can be expressed
with three terms: Rayleigh diffusid®y, (W nm2), aerosol diffusiorSyae (W nm2) and reflection
by the surfaceg (W m 2). Each term can be estimated by:

0.5
1—my mioz’
Fe
T-mo mioz

S—jr - 079%0012) Tr TaaTozTaW-[g(l - Tr) (224)

Stae = 0.799C09Z) Ty TaTozTawTg(1 — Tad) (2.25)
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Sig = (SoncOSZ) + Sur +Sel T (2.26)

with Z (rad) the sun zenith angleg, and1,q4 are respectively the transmittance due to aerosol
absorption and scattering air mass kg m-3) andF the ratio of the forward-scattered irradi-
ance to the total scattered irradiance due to aeroaglayeraged ground albedas clear sky
or atmospheric albedo.

All above expressions are in accordance wihliez (2006. In this work, | made the
following modifications. First, proposed bgang et al.(2001), a different expression for the

air mass is used:
m= (1—0.0001zy)/[sin(h) +0.15(57.296n + 3.885) >3, (2.27)

wherezg (m) is ground level anth (rad) is the altitude angle of the sun.
Secondly, in equatioR.24 the expression of the transmittance due to aerosol alsorpt
Taa IS

Taa=1—E1(1—m+mt0) (1 1), (2.28)

with E; the constant used in the Bird model associated with aertisolrption. After testing, |
took the values oF; = 0.84 andE; = 0.1 as inBird and Hulstron({1981) are more appropriate

for our simulations than other suggested values.

2.3.3.d Incident long-wave radiation model

In the simulations presented in this thesis, the incidengjdavave radiation is directly taken
from the observed values. In the case where the measuresneott availablel! (W n?) is

generally expressed in terms of the Stefan-Boltzmann Law:
LY = eatm0Tatm = € FOTatms (2.29)

whereegzm = & F IS referred to as the effective or apparent emissivity anteg@ly varies
between roughly @ for clear skies to close to unity for completely overcagskwitheg, the
clear-sky atmospheric emissivitl: (always> 1) is a cloud factor expressing the increase in
clear-skyL' due to cloud emission, arigm (K) is the effective atmospheric temperature.

The simple model implemented (tvode_Saturne is after byPrata(1996: Taim IS approx-
imated by the air temperatuiig at reference height close to the surface, gidis estimated
by:

Eoir = 1—[1+w exp(—(1.2+ 3w)%9)] (2.30)
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where the precipitation water contemequals 46e;/T,) with e; (Pa) the water vapor pressure.

2.3.4 Surface temperature models

The surface temperatuiigsc (K) is a key control for energy exchanges at the urban surfaces,
particularly for the net long-wave radiation and turbulenergy fluxes. The surface tempera-
ture is controlled by the balance between the external ne¢gland the conductive heat flux
through the wall, from the building inside to the outside. a8rst step in our development, a
simple surface temperature model, the force-restore appr@eardorf 1978 has previously
been implemented i@ode_Saturne by Milliez (200§. Because of the limiting hypotheses of
this approach (more adapted for the soil model and does pdicely take into account the
conduction) and in order to more accurately calculate thiéasel temperature of buildings,

| additionally test in this work a 1D surface temperaturerapph, called hereafter the wall
thermal model. Thus, the surface temperature in the simuakais computed from either the
force-restore scheme or the wall thermal scheme. In thisosgeve briefly describe these two
approaches. A comparison of these two surface temperatgelswith simulation results and
observation data is presented in Chapter 3. Actually, aiidpproach taking the advantages
of both the force-restore method and wall thermal schemalsadeen tested at the end of this

work (see Chapter 6).

2.3.4.a The Force-restore method

The force-restore approachdardorf 1978 is commonly used in order to calculate the ground
temperature in atmospheric models and is considered a wefyluool. In this approach, a
prognostic equation for temperature is used to reprodueceeiponse to periodic heating of the
soil. The model is based on an analytical solution of a twedalecomposition of a material
considered homogeneous. The deep soil temperature dadoudppears in the restore term
of the force-restore equation. This model has been extetodadban surfaceslophnson et al.
1991, Dupont and MestayeR006. Hence, the prediction of the surface temperature is made
by using following equation:

aTsfc_ V 200
ot

where w (H2) is the Earth angular frequencly (W n12), S* (W nmi2), Qu (W n1?) are

(L"+S —Qu) — w(Tsfc— Tgyp) (2.31)

respectively net long-wave, net short-wave, and senside fiux, 1 (J m2 s %5 K1) the
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thermal admittance angjy, (K) either deep soil or internal building temperature.
This extension nevertheless supposes well insulatedibgddvith a nearly constant inter-

nal temperature and homogeneous material.

2.3.4.b Wall thermal model

Neglecting the anthropogenic flux and the latent heat fluxsethe simplified energy balance

can read as:

Qcond+Qn =L"+S, (2.32)

with Qgong (W nT2) the conduction heat flux between the building and the ugiheyiground
including net change of energy storage by the building medteand the the enclosed air vol-
ume.

1D conduction within the patch substrate is bounded by sarémergy exchanges at the
patch surface and by the internal building energy exchangesdeep-soil temperature at the
substrate base. In the hypothesis of a single layer to exfitesonduction term, equati@r32
reads after expression of each term:

2 (ToteTi) +he(Tore—Ta) = £(Lat Lo~ 0T +(1-0)(S4 S +S) (239

whereA (W K1 m™1) is the average thermal conductivity of the walle (m) the thickness
of the wall, iy (K) the internal building or deep soil temperatung,(W m 2 K—1) the heat

transfer coefficient calculated from equat@®36andT, the external air temperaturky.

2.3.4.c Internal building temperature model

In the previous workNilliez, 2006, the internal building temperature was set to the constant
value and computed by averaging the diurnal temperatura8 tife building surfaces. How-
ever, in some cases, such as that the building is not wellateslj the variation of the internal
building temperature can be important and may have a signifimpact on the surface temper-
ature (see Chapter 3). In fact, this variation may also deépenbuilding’s solarization, levels

of inertia and air permeability. Moreover, the internal f@rature is rarely measured in the

experiment. Its variation may be characterized as compartéee outside surface temperature

The average thermal conductivity is the notion for the amget wall model. For a multi-layer wall model,

the notion of the equivalent conductivity or conductarel{ 1) is more appropriate.
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by three parameters: the mean value, amplitude and phasegrehin order to more accurately
model the internal temperature and take into account iigatan, in this work it is computed
with an incremental-adjustment method modified af@sson et al(2002 and similarly used
by Krayenhoff and Voog20079):

T =T () +T(), (2.34)

where‘l’i{]‘t+1 (K) and'l]ﬂ(l (K) are the computed internal temperatures at the followirbaa-
vious time step respectivelgt is the time stepd), 1 (s) refers to the number of seconds in a
day, andT (K) is the average over all the outside building surface teatpegs computed at
time stepn (MUST case in Chapter 3 and 4) or is set one by one surface tetope (CAPI-
TOUL case in Chapter 6). For a diurnal simulation, the itided internal temperature value
can be considered as same as the initialized outside sueiaperature (e.glssc at midnight)

or the outside surface temperature at half hour ago if therebion data is available (MUST

and CAPITOUL case).

A potential improvement would involve accounting for thdl fmternal building energy
balance proposed kills (1997 and also used in SOLENBAjguet and Groleal2002), but
is not included at present. In order to improve the resulescan replace in EQ.34T from
the calculation with the average of the measured outsidecitemperatures, if available. The

latter is included as a user-controlled option in our model.

A plot of internal temperature modeled by three methods inilling results in a diurnal
variation profile is shown in Figur2.3. We should note that the extrapolation of the internal
temperature profile using evolution equation (red dasheglifi Fig. 2.3) might be different in
our simulation becausg also depends on the resolution of the mesh. It should als@tsein
that a constant internal building temperature (blue lin€im 2.3) effectively represents the
inclusion of an anthropogenic heating term when the extemas cooler than the interior
one Arnfield, 2003. On the other hand, it is an artificial heat sink when the rexdleair is
warmer than the building interior. In fact, the mean buitdoutside surface temperatures are
quite sensitive to the internal building temperature etiofy both in terms of magnitude and

time-evolution of the diurnal pattern. | will further disssithis point in Chapter 3.
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Figure 2.3: Different methods to model the internal buitgdtemperaturdi,; (°C) (Tint con-
stant.: taking a constant value; Tint calcul.: using evoluequation; Tint calcul.+obs.: using
evolution equation and taking the average outside buildurface temperature from the mea-

surements for .

2.3.4.d Brightness temperature

Many comparisons with observations are made in terms ohbwaps surface temperatures
since it is the quantity measured by infrared thermomet&E)(whilst model-calculated sur-
face temperatures result from the solution of the surfaeeggrbalance (see Chapter 6). Bright-
ness surface temperatures account for the surface ertysaid multiple reflections (together,
effective emissivity) that are inherent in the observatioBurface brightness temperatufg (
(K)) is defined as the temperature that yields to an emittedibarad thermal radiance equiva-
lent to the sum of the true broadband emitted radiance (widlnetion due to gray body emis-
sivity) and the broadband reflected radiance (after maltneflections on canyon surfaces)
(Krayenhoff and Voogt2007 Moscicki, 2007 Hénon 2008):

4 1—¢)Lt
Tbr:\/sTSA'fC+7< U) : (2.35)
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2.3.5 Convection model

The surface convective heat flux must be computed to botle gbkr surface energy balance
(Eql.7) and determine the surface-air thermal gradient and thegdtirbulent transport. In
Code_Saturne, the convective heat transfer is computed in 3D for eachasarpatch. The
buildings are explicitly defined in our simulations. Thenef, the detailed representation of the
surface allows for a more complex 3D spatial representaifonind speed, turbulence, and
temperature than simple canopy averages or vertical psofilde use a rough wall boundary
condition, based on the logarithmic law modified by the gtcation. Usually these modified
laws are based on the Monin-Obukov similarity but are imp#ind therefore need to be solved
iteratively. Here we use an explicit approach based on th& wioLouis (1979 and described
in Musson-Genon et a{2007).

The heat transfer coefficieht in Eq.1.7 is computed for each solid sub-facet, depending

on the local friction velocity, (m s™1):

he = PCpUKTh (2.36)

ailn(3E2y 1

whereC,, is specific heatJ kg1 K=1), u, is the friction velocity,k is von Karman constant,
o; the turbulent Prandtl numbed, (m) is the distance of the cell center to the way,the
roughness lengthnf), z, the thermal roughness lengtm)( fm, and f,, are theLouis (1979
stability functions which take a value of 1 for neutral cdrahs. For vertical walls, the neutral
conditions are applied.

In Chapter 3, | discuss different approaches to model thetressfer coefficient.
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Micrometeorological modeling of radiative
and convective effects with a building
resolving code: published in Journal of

Applied Meteorology and Climatology, 50
(8) (2011), 1713-1724

In the previous chapter, we introduced the new coupled tigdidynamic 3D scheme in
Code_Saturne. To ensure modeling accuracy, validating the model resuiltis experimen-
tal data is necessary. The paper presented here shows trevdiligation of the coupling with
data from the Mock Urban Setting Test (MUST) field experimémtMUST, the buildings are
idealized by an array of shipping containers. We have sitedla moderate wind speed day by
modeling a detailed flow field. The simulations results stibasignificant impact of the con-
vective flux on the surface temperatures. Furthermore,iggeisision about the comparison of
three schemes of increasing complexity for predictingat@fsensible heat flux also emphasize

the contribution of modeling the detailed flow field.
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ABSTRACT

In many micrometeorological studies with computational fluid dynamics, building-resolving models usually
assume a neutral atmosphere. Nevertheless, urban radiative transfers play an important role because of their
influence on the energy budget. To take into account atmospheric radiation and the thermal effects of the
buildings in simulations of atmospheric flow and pollutant dispersion in urban areas, a three-dimensional (3D)
atmospheric radiative scheme has been developed in the atmospheric module of the Code_Saturne 3D
computational fluid dynamic model. On the basis of the discrete ordinate method, the radiative model solves
the radiative transfer equation in a semitransparent medium for complex geometries. The spatial mesh dis-
cretization is the same as the one used for the dynamics. This paper describes ongoing work with the de-
velopment of this model. The radiative scheme was previously validated with idealized cases. Here, results of
the full coupling of the radiative and thermal schemes with the 3D dynamical model are presented and are
compared with measurements from the Mock Urban Setting Test (MUST) and with simpler modeling ap-
proaches found in the literature. The model is able to globally reproduce the differences in diurnal evolution
of the surface temperatures of the different walls and roof. The inhomogeneous wall temperature is only seen
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when using the 3D dynamical model for the convective scheme.

1. Introduction

Interest in urban climatology has increased in the past
decade. It corresponds to the thermal and dynamical air-
flow response to the urban system solicitations, resulting
in radiative transfers and convective exchanges within the
urban air and with the building walls (Grimmond and
Oke 1999; Arnfield 2003). In the past few years, numer-
ical studies have been conducted to solve the surface
energy balance (SEB) in urban canopies, with different
degrees of simplification, using either an integrated rep-
resentation of the urban canopy (Masson 2000) or a three-
dimensional approach (Mills 1996; Miguet and Groleau
2002; Kanda et al. 2005; Krayenhoff and Voogt 2007;
Gastellu-Etchegorry 2008; Asawa et al. 2008). Those
models share the following parameterizations in their
design: the schemes possess separate energy budgets
for roofs, roads, and walls; radiative interactions be-
tween roads and walls are explicitly treated.
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The Town Energy Balance (TEB) scheme of Masson
(2000) consists of a facet-averaged scheme with one ge-
neric roof, one generic wall, and one generic road. The
advantage of the integrated resolution is that few in-
dividual SEBs need to be resolved and therefore com-
putation time is kept low, with a simple approach to
model the inner-canopy wind flow. TEB has been shown
to reproduce accurately the SEB from regional to me-
soscale and urban scales (Masson et al. 2002; Lemonsu
et al. 2004). Mills (1996) developed the Urban Canopy-
Layer Climate Model, which has a detailed representation
of the canyon with a highly simplified wind parameter-
ization. The “SOLENE” (Miguet and Groleau 2002) and
3D-Computer Aided Design (Asawa et al. 2008) models
are based on a realistic description of the canopy struc-
ture using a geometrical 3D surface model assigning ra-
diative and thermal properties to each subfacet of the
model and a constant transfer coefficient for each class
of elements. The model is originally designed for simu-
lating sunshade, natural lighting, and heat transfers for
architectural purposes. The Discrete Anisotropic Radia-
tive Transfer (DART) model (Gastellu-Etchegorry et al.
2004) simulates the radiative transfer in the whole op-
tical domain simultaneously in the atmosphere and in
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the urban and vegetated landscapes, with or without
topography. A major feature of DART is that it can
simulate images in the plane of the sensor, for differ-
ent altitudes from the bottom to the top of the atmo-
sphere. The new version of the DART model, DART-EB,
(Gastellu-Etchegorry 2008) includes an energy balance
component. In the case of urban canopies, turbulent fluxes
and conduction are computed with classical boundary
layer laws, using the equations of the TEB model (Masson
2000). The Simple Urban Energy Balance Model for
Mesoscale Simulations (SUMM; Kanda et al. 2005),
which represents the urban canopy with an infinitely
extended regular array of uniform buildings, is more
adapted for the mesoscale. The Temperatures of Urban
Facets in 3D (TUF-3D) model (Krayenhoff and Voogt
2007) uses the radiosity approach based on interpatch
view factors to model radiative exchange between the
identical square patches that compose the simplified 3D
urban geometry. An exponential inner-canopy wind
speed profile is employed. TUF-3D has applications in
both surface temperature distributions and thermal re-
mote sensing anisotropy at several scales.

Previously described models have all put a strong
emphasis on radiative exchanges but not on a detailed
flow field. In this work, in addition to the above appli-
cations, we are also interested in applying the model to
pollutant dispersion in low—wind speed conditions, when
the thermal effects have a strong influence on the flow.

To model the airflow in the urban canopy in non-
neutral conditions more accurately and to take into ac-
count the 3D convective exchanges, we developed a 3D
microscale radiative model coupled with a 3D compu-
tational fluid dynamics (CFD) code for complex geom-
etries to simulate dynamics and thermodynamics of the
urban atmosphere (Milliez 2006). Differing from other
radiative models that calculate the view factors to esti-
mate the incoming radiative fluxes on urban surfaces,
our model directly solves the 3D radiative transfer
equation in the whole fluid domain. This approach al-
lows us to determine the radiation flux not only on the
facets of the urban landscape but also in each fluid grid
cell between the buildings. The difference could become
important in the case of smoke or fog between the
buildings. The model was evaluated with idealized cases,
using as a first step a constant 3D wind field (Milliez et al.
2006). The purpose of the work presented here is to
study the full radiative-dynamical coupling, using an
evolving 3D flow field. First we present the model, and
then we discuss in detail the results of the full coupling.
We further discuss the influence on the surface tem-
perature of the internal building temperature and the
wall thermal modeling, comparing the 3D resolution
with the approaches used in other models.
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FIG. 1. Schematic representation of the energy exchanges at an
urban surface (cross section of a building) (S*: net shortwave ra-
diative flux; L*: net longwave radiative flux; Q;: sensible heat flux;
Ocona: conduction heat flux; Ty: wall surface temperature; Tj,:
internal building temperature).

2. Equations and model design

As a key parameter, surface temperature Ty is de-
termined by the SEB, which governs the energy ex-
change processes between each urban surface and the
atmosphere (Fig. 1). It is given by

Qcond + QH =L*+ S*7 (1)

where Q.ong is the conductive heat flux (W mfz) within
the building or the ground subsurface that links the
surface temperature to the internal-building or the deep-
soil temperature, Qy, is the sensible heat flux (W m™~?)
and depends on the local wind intensity, $* is the net
shortwave radiative flux (W m™?), and L* is the net
longwave radiative flux (W m~2). We neglect in this study
the other energy fluxes such as the anthropogenic flux and
the latent heat flux. In our model the advection fluxes are
taken into account by the full resolution of the flow field.

a. CFD model

To solve the dynamics and therefore to resolve the
Oy term explicitly, simulations are performed with the
3D open-source CFD code known as Code_Saturne
(Archambeau et al. 2003), which can handle complex
geometry and complex physics. The flow features in
built-up areas make the modeling within the urban can-
opy difficult. Some typical effects that we have to handle
are 3D vortices behind the buildings, high wind speed
near the edges of the upwind face, wake effects, and
modified turbulence.
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In this work, we use the atmospheric module of Code_
Saturne, described in detail in Milliez and Carissimo
(2007), which takes into account the larger-scale me-
teorological conditions and the thermal stratification of
the atmosphere. In our simulations, we use a Reynolds-
averaged Navier-Stokes (RANS) approach with a k—¢
turbulence closure. The numerical solver is based on
a finite-volume approach for collocated variables on
an unstructured grid. Time discretization is achieved
through a fractional step scheme, with a prediction—
correction step.

b. Radiative model

A new atmospheric 3D radiative scheme was devel-
oped in Code_Saturne for the urban canopy (Milliez
2006). We have adapted to the atmosphere a radiative
heat transfer scheme available for complex geometry in
Code_Saturne that solves the radiative transfer equa-
tion for a gray nondiffusive semitransparent media:

div[/(x, D)D] = —K(x)L(x, D) + KX)o T,(x)/m,  (2)

where I(x, D) is the intensity of radiation at the point x
and for the propagation direction D, K(x) is the absorp-
tion coefficient, L(x, D) is the luminance (W m > sr™ 1),
and T, is the air temperature (K). In a semitransparent
media, I/ (W m st ') and K can be considered to be
independent of the wavelength and are integrated over
the spectrum. The rate of radiation heating Sy,q (W m )
is then given by

4

S0 = ~div| "Ie. DID d0. (3)

0
where d() is the element of the solid angle (sr) around
the direction.

1) DISCRETE ORDINATE METHOD (DOM)

To solve the radiative transfer equation, we chose
the discrete ordinate method (Fiveland 1984; Truelove
1987; Liu et al. 2000), which is based on the directional
propagation of the radiative wave. The spatial discretiza-
tion uses the same mesh as the CFD model. The angular
discretization has two resolutions: 32 or 128 directions.

2) SHORTWAVE AND LONGWAVE RADIATION

As is usually done, we separate the atmospheric ra-
diation into shortwave and longwave radiation. The to-
tal incoming and outgoing shortwave radiative fluxes for
each solid surface are given by

§t=S,+5,+5, and 4)

ST =ast, 5)
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where S* and ST are respectively the incoming and
outgoing shortwave radiative fluxes (W m™?), Sp
is the direct solar flux (W m™?), Sy is the solar flux
diffused by the atmosphere above our simulation do-
main (W m~?), S, is the flux diffused by the environ-
ment, that is, resulting from the multireflections on
the other subfacets (W m~?), and « is the albedo of the
surface.

We express the longwave radiation flux for each sur-
face as

L'=L,+L, and (6)

LT =eoTg. + (1 — e)(L,+L,), (7)
where L' and L' are respectively incoming and out-
going longwave radiation flux (W m™?), & is emissivity
of the surface; o is the Stefan-Boltzmann constant
(5.667 03 X 1078 W m 2 K™%, Ty is the surface tem-
perature (K), and L, and L, are the longwave radiation
flux from the atmosphere and from the multireflection
on the other surface. As the first step of validation, we
assume that, at the scale of our simulations, the atmo-
sphere between the buildings is transparent and set the
absorption coefficient to 0 for both the longwave and
shortwave radiation.

3) SURFACE TEMPERATURE MODEL

The force-restore approach (Deardorf 1978) is com-
monly used to calculate the ground temperature in
meteorological models. This approach is considered
to be a very useful tool because a prognostic equation
for temperature is used to reproduce the response to
periodic heating of the soil. This model has been ex-
tended to urban surfaces (Johnson et al. 1991; Dupont
and Mestayer 2006). This extension nevertheless sup-
poses well-insulated buildings with a nearly constant
internal temperature and homogeneous material. In our
model, the force-restore method has been available for
some time in simple geometries and has been extended
to complex geometries. Because of the limiting hypoth-
eses built into the method, however, especially concern-
ing the deep-soil temperature, we have also tested a
simple wall thermal model with a given thickness and an
average thermal conductivity.

(i) Force—restore model

The force-restore model is based on a two-layer de-
composition of a material considered to be homogeneous:
the surface-layer temperature Ty, responding to external
forcing and the deeper layer independent of the diurnal
variation. It reads
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T . _ V2w

P =TSt = 0 — ol — Ty) (8)

where w is the Earth angular frequency (Hz), u is the
thermal admittance (J m 2 s~ %° K™ '), and Ty is either
deep-soil or internal building temperature (K).

(ii) Wall thermal model

This model solves the conduction equation to com-
pute the wall temperature. It reads, after expressing
each term in Eq. (1), as

A
AU

sfc

- Tim) + hf(Tsfc N Ta)

=e(L,+ L, — oTg)+ (11— a)S, + S;+8,), (9)

where A is the average thermal conductivity of the
wall (W K~! m™"), e is the thickness of the wall (m),
Tin is the internal air temperature (K), A is the heat
transfer coefficient (W m 2 K™') computed from lo-
cal flow parameters, and 7, is the external air tem-
perature (K).

4) INTERNAL BUILDING TEMPERATURE

In a real building with good insulation, the variation
of the internal building temperature is small. In the ex-
periment we simulate (see section 3), however, the
buildings are represented by poorly insulated shipping
containers. In this case, the variation of the internal
temperature is important and has a great influence on
the surface temperature. The internal temperature was
not measured in the experiment, however and we com-
puted it with one of the following methods.

(i) Constant T

In this case, the internal building temperature is set to
a constant and is computed by averaging the diurnal
temperatures of all of the building surfaces.

(ii) Evolution equation

A temperature evolution equation, as in Masson et al.
(2002), is used to represent the temperature inside the

buildings:
1_ (T — At — (At
r-(52) 7(2)

where T/ and 7" ! are the computed internal tem-
peratures (K) at the following and previous time step,
respectively, At is the time step (s), 7 is the period (equal
to 1 day; (s), and T is the average over all of the surface
temperatures (K) computed at time step n.

(10)
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FI1G. 2. Comparison of the diurnal evolution of the surface tem-
perature of a northeast-oriented wall computed with three differ-
ent models for the internal temperature (times signs: surface
temperature from the measurements; dashed line: taking a con-
stant internal building temperature; solid line: taking an evolution
equation; filled circles: taking the average surface temperature
from the measurements and then using the result in the evolution
equation).

(iii) Evolution equation with T interpolated from
measurements

We use the previous formula [Eq. (10)] and replace T
from the calculation with the average of the measured
surface temperatures.

Figure 2 compares the northeast wall surface tem-
perature of a shipping container computed with the
three different internal temperature models and the
measurements from the Mock Urban Setting Test ex-
periment (see section 3). The value of the constant av-
erage internal temperature model is 24°C, which is
approximately 2 times the initial values in the other two
internal temperature models. Before sunrise, this high
value of the constant internal temperature induces a
too-rapid heating of the northeast wall. At midday, the
constant internal temperature is too low to account for
the warming of the surface by the interior air heated by
the other sunlit surfaces of the container. Computing the
internal temperature with an evolution equation model
decreases the heating of the northeast wall before sun-
rise and improves the results at midday. The differences
in the results obtained by using the two evolution equa-
tion models (with 7 from computation and 7 from
measurements) are small, which was expected because
At/7 is small. Nevertheless, using the observed average
temperature slightly improves the results, especially
during the night, when the atmospheric radiative fluxes
decrease. The same conclusion applies for the other sides
of the containers, which are not shown here. We stress that
this may be relevant only in the case of metal containers.
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5) CONVECTION MODEL

The thermal energy equation of the flow must be
solved, both to determine stratification effects on verti-
cal turbulent transport and to estimate the surface—air
thermal gradient that controls convective heat transfer.
The sensible heat flux Qy is given by

Qy =hy(T, = Ty). (11)

Detailed comparisons between different approaches to
model the heat transfer coefficient will be discussed in
section 5. Our CFD model solves in 3D the RANS
equations in the entire fluid domain. In our simulations,
we use a rough-wall boundary condition. The /Afis com-
puted for each solid subfacet, depending on the local
friction velocity:

o pCpu*Kfm

f
d+ z
o, In o). /f,

T

(12)

where p is flow density (kg m ), C, is specific heat
(T kg ' K1), u, is the friction velocity,  is the von
Karman constant, o, is the turbulent Prandtl number,
d is the distance (m) to the wall, z, is the roughness
length (m), Zg, is the thermal roughness length (m), and
fm and fj, are the Louis (1979) stability functions.

3. Study case: The Mock Urban Setting Test
a. Configuration of the experiment

The Mock Urban Setting Test (MUST; Biltoft 2001;
Yee and Biltoft 2004) conducted in the Utah desert is
a near-full-scale experiment that consists of measure-
ments in an idealized urban area represented by 120
shipping containers (length L X width W X height H =
122 m X 242 m X 2.54 m) arranged in a regular ar-
ray. MUST has already been used to validate dynamics
and dispersion models (Brook et al. 2002; Hanna et al.
2002; Camelli et al. 2005; Milliez and Carissimo 2007,
2008). Because temperature data are also provided, we
used the MUST field experiment to study in detail the
dynamic-radiative coupling. We focused our study on
one instrumented container within the array, and there-
fore the computational domain was reduced to three rows
of three containers (Fig. 3).

From the MUST experiment, we selected the day of
25 September 2001. Despite a fairly strong wind (Uppean =
7m s~ '), we selected this day because it has already been
partly simulated for studies on dispersion (Milliez and
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FIG. 3. Mesh of the domain and the subdomain for the 0.8 m X
0.5 m X 0.5 m resolution.

Carissimo 2007) and moreover because a complete 24-h
dataset for the upstream wind and the surface tempera-
ture was available (which was not the case for other days).
During this day (Fig. 4), the wind velocity varied from
Unpin = 3m s ' t0 Upae = 11.5 m s~ ! and the average
diurnal air temperature was about 24°C (measured at
10 m). For our coupling study, the wind speed may be
a little high to test strong radiative effects on the airflow,
but it emphasizes the convective effects on the surface
temperature.

b. Boundary conditions and surface parameters

Table 1 gives the parameters used in the simulation.
To be consistent with the experiment, the wind inlet
boundary conditions are determined from measure-
ments, using a meteorological file that contains the wind
velocity, turbulence kinetic energy, dissipation rate, and
temperature profiles for every 2 h. The variation of the
deep-soil temperature is neglected. The internal build-
ing temperature is computed by the evolution equation
with T from measurements. We take the same value
of the roughness length z, as in Eichhorn and Balczo
(2008). The thermal roughness length 2, is considered
to be Vio of zo (Garratt 1992). Because some thermal
properties were not determined during the experiment,
their values were taken from the literature: we took the
values of the albedo and emissivity of the wall to be
those of corrugated iron (Oke 1987). The thermal ad-
mittance was taken assuming an insulating material in
the walls, as observed in some pictures. The ground
albedo «; that was input to the model was evaluated
from the incoming and outgoing solar fluxes measured
upstream by pyranometers and depends on the zenith
angle.
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FIG. 4. Meteorological data at 10 m from the MUST experiment
for 25 Sep 2001: (a) wind speed (m s~ 1), (b) meteorological wind
direction (°), and (c) wind (air) temperature (°C).

¢. Numerical sensitivity

Before starting our simulations, we performed a nu-
merical sensitivity study for the grid size, the number
of directions in the discrete ordinate method, and the
radiative time step. We focus here on the radiative as-
pects because a sensitivity study of the dynamical part
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TABLE 1. Parameters employed in the MUST simulations, with
Z..t being the reference height for forcing data, U,.; being the
initial wind speed at Z,., and 0 being the initial wind angle. Soil zy,
wall zo, and roof z are respectively the roughness length for mo-
mentum of soil, walls, and roofs. Soil z, , wall z;, , and roof z,
are respectively the roughness length for heat of Tsoil, walls, and
roofs; as, aw, and ag are respectively the shortwave albedo of soil,
walls, and roofs; &g, €,, and eg are respectively the longwave
emissivity of soil, walls, and roofs; ug, w, and ug are respectively
the admittance of soil, walls, and roofs; T;, is the initial air tem-
perature at Z..g; T's and T are respectively the initial soil tem-
perature and deep-soil temperature; Trop, Tnws Tse, Tne, and Tsw
are initial individual surface temperature; Ty, and Tgi, are re-
spectively the building and roof internal temperature.

Parameter Unit Value
Dynamic
Time step s 0.1
Lot m 10
UL et ms ! 4.27
0 ° 135
Soil zq cm 2
Wall zg = roof z, cm 0.2
Radiative
Time step min 5
Soil zq cm 0.2
Wall %, = roof 2, cm 0.02
ag From measurements
awy = agr 0.1
& 0.8
&, = ER 0.13
s Tm2s ™ K! 1200
Hw = R Tm2sK! 1600
Initial values
Tair °C 16.45
Ts °C 15.88
Tsint °C 24.28
Trop °C 9.28
Tnw °C 10.50
Tse °C 11.68
Tne °C 11.87
Tsw °C 12.37
Twint = Trint °C 11.11

has already been performed (Milliez and Carissimo 2007,
2008).

Figure 5 shows surface temperature evolution with
grids of different resolutions. The fine (~55 000 cells)
and the refined grids (~173 000 cells) give similar re-
sults, and the coarse grid (~4000 cells) overestimates
or underestimates temperatures, and therefore the fine
grid is used in the remaining simulations. Among these
three resolutions, we also observe that the coarse grid
largely underestimates the southwest surface tempera-
ture at about 16 h. The reason is that this surface re-
ceives less direct solar flux in the coarse grid than in the
fine grid as shown on (Fig. 6). In addition, the thermal
boundary layer close to the heated surface may need
a sufficient resolution to be captured in such a canopy.
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FIG. 5. Surface temperature evolution during a diurnal cycle for
different mesh resolutions: dashed lines: coarse grid of ~4000 cells;
solid lines: fine grid of ~55 000 cells; filled circles: refined grid
about 173 000 cells.

Hence, we verified that the fine resolution (0.5 m) in the
canopy is enough to reproduce a thermal boundary layer
thickness of about 2 m.

In our model, the DOM was implemented with two
angular discretizations: 32 or 128 directions, which in-
fluence the prediction of the diffuse solar flux and the
infrared flux. In this case, the results obtained with 32
directions are very close to the ones with 128 directions,
but the calculation is faster by a factor of 5. So we took
32 directions in the remaining simulations. A time step
was introduced for the radiative scheme that is different
from the one used for the dynamics. We have tested
several radiative time steps: 1, 5, 15, and 30 min and 1 h
for a diurnal cycle simulation. The resulting difference
between a time step of 1 min and 5 min is small, being
less than 1°C. We considered that 5 min was an optimum
radiative time step for our simulations. The time step for
the dynamics was set to 0.1 s after Milliez and Carissimo
(2007). The 24-h simulation in parallel computing on
a workstation with eight processors took approximately
4.5 days. We have also tested a dynamical time step of
0.5 s, which reduces the computational time to less than
1 day: the results are close to the ones obtained with
a dynamical time step of 0.1 s from 0 to 9 h, but after
10 h an important difference (12%-30% ) appears when
the wind speed exceeds 6 m s~ ' (Fig. 4). In cases in
which the wind speed is small, we could set up the dy-
namical time step to 0.5 s to reduce significantly the
CPU time. The full radiative-dynamic coupling remains
computationally expensive, in comparison with simpler
models, but at this stage the model is intended for re-
search and not for operational applications.
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FIG. 6. Vertical cross section of the direct solar flux in the fluid
domain around a building at 16 h for different spatial resolutions:
(a) coarse grid and (b) fine grid.

4. Results
a. Simulation of 25 September

Figure 7 shows the evolution of modeled and measured
surface temperatures using the force-restore method,
with two modeling approaches: 1) radiative only and no
convection model (meaning with the convective flux set
to zero) and 2) coupled radiative and dynamical model.
The diurnal evolutions of the surface temperatures of
the top face, southeast face, and northeast face are cor-
rectly reproduced by our coupled model. For the north-
west face and the southwest face, the simulations show
a delay in the morning warming. This delay in warming
can be explained by the conduction between the con-
tainer walls, which contributes to the fast warming in the
northwest and southwest faces before they are in the sun
but which is neglected in the simulations. In addition, this
delay may be inherent to the force-restore method, which
overestimates in this case the relaxation to the internal
temperature and therefore enhances the thermal inertia.
This inertia effect is also observed after sunset for the
simulated northwest surface temperature, which shows
a delay in cooling. In the afternoon when the atmospheric
radiative forcing increases, however, the modeled surface
temperatures compare well to the measurements. The
comparison with measurements shows a large improve-
ment for the coupled model as compared with the radia-
tive-only model, underlining the importance of accurately
including the effect of convection in microscale modeling.

b. Sensitivity to the surface parameters and surface
temperature models

The values of the surface parameters were taken from
the literature. The values for the thermal properties of
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FIG. 7. Evolution of surface temperature of (a) roof (top), (b)
northwest, southeast, (c) northeast, and southwest faces modeled
using the force-restore method during a diurnal cycle (crosses:
measurements; dashed lines: simulation with radiation only; solid
lines: simulation with the dynamic-radiative coupling).

metal cover a wide range (Oke 1987), however, and we
performed a sensitivity study of the variation of the
surface temperatures when varying the parameters in
the range given by the literature. Table 2 illustrates that

[ ER R R B R
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Local time(h)

0 2 4 o6 8

FIG. 8. The northwest wall temperature evolutions obtained with
different surface temperature models (crosses: measurements; filled
circles: wall thermal model; solid line: force-restore method).

a change in albedo, emissivity, or admittance, in the
range given by the literature, can make a difference of
about 1°-10°C for the surface temperature. Because the
southeast wall is the most exposed to the sun all day, the
deviation of the temperature on this wall is the most
important.

The results presented above were obtained by using
the force-restore method and are now compared with
those obtained with the wall thermal model [see section
2b(3)]. The emissivity was chosen after Oke (1987) for
corrugated iron. Because some of the containers in the
MUST array were painted, we also made a test taking
a much higher emissivity (i.e., 0.9). It results in a de-
crease in surface temperature. This decrease is greater
when using the force-restore method, about 10°C for the
southeast wall and 5°C for rest of the walls. For the wall
thermal model, the influence of higher emissivity on the
surface temperature is less significant, the difference
being less than 2°C for all of the faces. This is can be
explained the fact that the internal temperature has
a greater influence than the other surface parameters.
The wall thermal model also requires the characteristics
of the surface material and the thickness and the thermal
conductivity of the wall which were not provided in
the data. When choosing a thermal conductivity of 26
W K ' m™! for the walls, the resulting conduction re-
mains too high, resulting in an homogenization of the
temperature of the five walls (not shown here). To im-
prove the comparisons with the observations, we ad-
justed the value of the conductivity to 6 W K~ ' m™,
which is not that of pure metal, but may be set by as-
suming an insulating material in the walls. In Fig. 8, we
display the evolution of the northwest wall tempera-
ture where we used a conductivity of 6 W K~! m ™' and
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TABLE 2. Deviation of the surface temperatures (°C) during a diurnal cycle by varying albedo, emissivity, and thermal admittance
(I m 25 %5 K1), respectively.

Parameter Variation Top Northwest Southeast Northeast Southwest
Albedo +0.1 -2.6 -1 —4.5 -1.5 -23
Emissivity +0.15 -13 -12 =35 -1 =32
Admittance —400 +1.8 +2 +10.1 +2.6 +2.5

a thickness of 10 cm for the wall and compare it with the
observations and that obtained with the force-restore
method. In the morning, the wall thermal model (rep-
resented by the circles) is able to simulate accurately the
increase in the northwest wall surface temperature at
0600 LT, with no delay, as opposed to the force-restore
model (represented by the solid line). An overcooling of
the surface temperature appears after sunset, however.
This overcooling may be explained by a wrong estima-
tion of the internal temperature by the evolution equa-
tion, which is highly dependent on the other computed
surface temperatures. Another reason could be an over-
estimation of the mixing by the turbulence scheme, but we
expect this deficiency to be weak. Indeed, the turbulence
scheme, which takes into account the stability effects, has
been extensively used and was previously validated (Buty
et al. 1988; Milliez and Carissimo 2008). The wall thermal
model seems more adapted to shipping containers than is
the force-restore method, however, and a perspective
would be to improve the conduction model by, for in-
stance, implementing a multilayer wall model.

5. Discussion: Comparison of three schemes of
increasing complexity for predicting surface
sensible heat flux

In this section, sensitivity testing is done to compare
three schemes used for predicting surface sensible heat
flux. The simulated case is based on the MUST geometry
with an upstream wind direction of —45° a reference
10-m wind speed U,y = 4 m s~ !, and an initial air tem-
perature of 18°C. The simulation starts at 1200 LT for
period of 30 min.

a. Constant hy model

This scheme is usually used in architecture simulation
tools (Miguet and Groleau 2002; Asawa et al. 2008). The
radiative model in this type of tool is very accurate,
usually using a detailed 3D geometry. The convective
model is very simplified, however, and the scheme con-
siders a constant transfer coefficient. For the comparison,
we take the constant /i, as the average value on each wall
from the 3D convection model that we presented in sec-
tion 2b(5). Here, we take 4, equal 14.45 W m™> K™ for
the roof and 6.12 W m~* K~ ! for the walls.

In fact, if instead of taking the same constant A for all
of the walls, we take separate transfer coefficients for
each surface (roof 14.45; northwest face 3.94; southeast
face 10.78; northeast face 1.38; southwest face 8.35), we
can better take into account the orientation of the sur-
face in the wind flow, which decreases the wall surface
temperatures by about 2—4 K.

b. One-dimensional hy model (1D hy)
In this model employed in TUF-3D (Krayenhoff and

Voogt 2007) and similar to the one used in Masson
(2000), the transfer coefficient is calculated based on
a simple relationship (Martilli et al. 2002):

hy(z) =11.8 + 4.2u(z) — 4.0, (13)

with u(z) being the vertical wind profile within the
canopy. Many authors model this wind profile within the
canopy with an exponential law (Cionco 1965; Rotach
1995; Krayenhoff and Voogt 2007). For instance, in
TUF-3D, Krayenhoff and Voogt (2007) used an itera-
tive way to find a profile of the exponential form with
three coefficients. Here, we model the vertical velocity
with the exponential profile of Macdonald (2000), which
is well adapted to low-density arrays:

u(z) = uy expla(z/H — 1)], (14)
where uy; is the mean velocity at the top of the obstacles
and the constant a is the attenuation coefficient, which
is determined by fitting the average wind profile within
the obstacle array.

c. Three-dimensional hy model (3D hy)

The full model is three dimensional not only in terms
of the radiative exchanges but also the convective ex-
changes. In this approach, Ay is computed by resolving
the 3D RANS and energy equations in the whole fluid
domain. Coefficient 4 is calculated for each subfacet
depending on the local friction velocity [Eq. (12)], and
the sensible heat flux is calculated with the local air
temperature [Eq. (11)].

d. Discussion

Figure 9 illustrates the effect of the three convec-
tive schemes by visualizing, successively, the transfer



1722

coefficient, the sensible heat flux, and the surface tem-
perature. The three convective schemes show a differ-
ence of the sensible flux of approximately 100-240
W m 2 for the southeast face and northeast face. With
the constant /iy model, the surface temperatures are
more homogeneous than in the other two cases. In the
MUST configuration, the building array is not dense,
and therefore the effects of the shadow and the multi-
reflections are small. That is the reason why the tem-
peratures in the constant Ay approach show little
difference within each wall. With the 1D sy model, we
can obviously see the 1D inhomogeneity of the surface
temperatures, which is linked to the exponential law
wind profile. The 3D Ay model results show the 3D in-
homogeneity of the surface temperatures, linked to the
inhomogeneity of the 3D wind. On the same face with
the same material, we can have a difference of tem-
perature of about 4 K. These results demonstrate the
effects of realistically computing the convection fluxes
on the surface temperature in the urban areas. Note
that in the comparison of the three convective schemes
we change only the transfer coefficient and not the air
temperature (which is computed for each grid cell of
the fluid domain in three dimensions). A simple air tem-
perature model could lead to additional differences.

6. Conclusions and perspectives

New atmospheric radiative and thermal schemes were
implemented in the atmospheric module of the three-
dimensional CFD code known as Code_Saturne. The
purpose of this paper was to study in detail the coupling
between the radiative scheme and the 3D dynamical
model. The model was evaluated with the field mea-
surements from an idealized urban area, the MUST
experiment. The coupled model is able to reproduce the
evolution of the surface temperatures for different sides
of a container within the MUST canopy during a diurnal
cycle despite a delay in warming for the northwest and
southwest faces at sunrise. The simulations also showed
a significant impact of the convective flux on the surface
temperatures.

Because the thermal information available in the
MUST field is insufficient, sensitivity studies were per-
formed that emphasized the dependence of the model
on the parameters describing the building: the properties
of the material. In addition, the internal building tem-
perature shows great importance because the buildings
are made of metal.

We compared two ways of computing the surface
temperature: the force-restore method and a wall ther-
mal model. Because the force-restore method may be
more suited for insulated buildings with a near-constant
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FIG. 9. Comparison of three convective models with visualization
of the southeast and northeast walls at 1230 LT: (a) transfer co-
efficient iy (W m 2 K1), (b) sensible heat flux Q; (W m?),
(c) surface temperature T (K). Label 1 indicates the constant A
model, label 2 is for the 1D &ymodel, and label 3 represents the 3D
hymodel.

internal temperature (which is not very representative
of the MUST containers), we have also tested a one-
layer wall model. Using an appropriate evolution equa-
tion for the interior buildings, the force-restore shows
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good results during the afternoon. It induces a delay in
warming at sunset, however, and for the northwest wall
a delay in cooling, because of the thermal inertia in-
herent to the method. The one-layer wall thermal model
we tested also show some weakness, since it can re-
produce the diurnal cycle of the different surface tem-
perature only with a very low thermal conductivity.
Nevertheless, it seems more adapted to model shipping
containers than is the force-restore method. One pro-
posed improvement is to implement a multilayer 1D
thermal model for the walls, as in Masson (2000) or
Krayenhoff and Voogt (2007), which may be more ad-
equate for such surfaces. In fact, shipping-container
surface temperatures appear difficult to predict with
classical urban models, which for instance do not take
into account the conduction between the walls, which
can be neglected for real buildings but should not be for
metal containers, and a 3D conduction wall model may
in this case be necessary.

We also compared our 3D modeling approach to es-
timate the convective exchanges at the surface (which
consists of solving the 3D RANS equations in the whole
fluid domain) with two modeling approaches found in
the literature: the first approach consists in using a con-
stant heat transfer coefficient, and the second approach
is to use a 1D equation based on a vertical wind profile
within the canopy. The comparisons are made in terms
of the convective transfer coefficients, sensible heat
fluxes, and surface temperatures. The three schemes give
values of the same order of magnitude for the average
surface temperature; nevertheless, only the 3D approach
can reproduce the inhomogeneous effect on the wind
on a surface: the difference of the same wall can
reach 4 K.

The simulation of realistic atmospheric conditions in
the urban areas made possible by this work can be used
for various applications. A first example is to study
pollutant dispersal in a low-wind case. A good descrip-
tion of the heat transfer is essential to describe the
convective movement of the air in the streets and is
very important for air pollution investigations. A second
example is the energy balance of buildings. Estimating
the convection fluxes in simple models can keep the
computing time low and has application in mesoscale
studies; nevertheless, at microscale, it can lead to mis-
leading values in the estimation of the energy loss from
the buildings to the atmosphere. In this case, a good
prediction of the convective flux can be helpful to the
management of the energy consumption and a useful
tool in building design. The simulations’ results show a
significant difference of the parameterizations between
taking a simple convection model and describing the
physical processes in a realistic way, coupling the 3D
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dynamics and the radiative processes. The simulations
point out the larger difference in surface temperatures at
different locations on the same wall.

This study is the first step to validate our dynamic—
radiative coupling model. This 3D modeling inves-
tigation can bring more detailed information both on
radiative and convective fluxes in very local-scale stud-
ies. In the MUST case, however, the urban area is ide-
alized. At microscales, small irregularities can break the
repeated flow patterns found in a regular array of con-
tainers with identical shape. In addition, uncertainties
associated with the thickness and the properties of the
material of the container wall limit our ability to vali-
date the results. There are also still challenges for mod-
eling in this area. The comparison of three different
modeling approaches to estimate the convective ex-
changes at the surface could be compared with observa-
tions if thermal images are available. That is the reason
why we will evaluate the coupled dynamic-radiative
model on a district of a real urban area with the Canopy
and Aerosol Particles Interactions in Toulouse Urban
Layer (CAPITOUL) experiment (in the city of Toulouse,
France) (Masson et al. 2008; Lagouarde et al. 2010) for
which thermal infrared images are available.

Another perspective of this work is to apply the 3D
radiative scheme to nontransparent media. Indeed, in
many urban applications, the atmosphere between the
boundaries can be considered to be transparent and
nondiffusive. Nevertheless, when studying smoke dis-
persion or fog formation and dissipation, absorption and
diffusion play an important role. Absorption can already
be taken into account by our scheme, and one important
perspective of this work is to study radiation in 3D non-
transparent media and add the diffusion term in the res-
olution of the radiative transfer equation.
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4.1 Introduction

In order to more accurately model the physics of an urbanmantew concepts in surface
modeling have been developed. We have mentioned severgygamdels (see Chapter 2 and
3) which aim to solve the Surface Energy Balance (SEB) fded#ht applications, such as
TEB (Masson 2000, UCLCM (Mills, 1997, SOLENE Miguet and Groleai2002), 3D-CAD
(Asawa et al.2008, DART-EB (Gastellu-Etchegorry2008, TUF-3D (Krayenhoff and Voogt
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2007 and SUMM Kanda et al.2005. In order to model the radiation exchanges, many SEB
models (e.gMiguet and Grolea2002; Asawa et al(2008; Krayenhoff and Voog{2007)
employ the radiosity method. That is, all radiative refleetand emission is assumed in a
transparent medium. The effects of surface morphology errddiative exchange between
a closed system of surfaces surrounding a non-absorbingumeate expressed in terms of
the view factors or shape factors for the system of surfaBesface morphology affects the
radiation balance by altering the magnitude and sourceeofatiative flux densities incident
on each surface. The view factors or shape factors are sztjuinen applying the radiosity
method to an urban street canyon which are between two gaizdid, in-line, parallel planes
and between two perpendicular planes sharing a common adgadA,), as shown in Figure
4.1

Shape factors for the radiative exchange between any twbheotéanyon surfaces can be
derived from one of these two generic types. In general, déldéation is reflected multiple
times until the remaining unabsorbed radiation is belowex-defined threshold. Short- and
long-wave reflection and absorption are modeled with theesagthod, but are initialized dif-
ferently to properly account for shading of direct solaffugie solar, and for long-wave emitted
from both the sky and the urban surfaces. Each patch recamrathedo and an emissivity as
input, while outputs for both wavelength ranges includeltegflected radiation, total reflected

radiation escaping to the sky, and total absorbed radiatysurfaces.

a) b)

Figure 4.1: Schematics of the view factors or shape factorgHe idealized urban street

canyons. (a) two parallel in-line planes; (b) two perpeualdicplanes.
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Since our aim is to model radiative exchange in the ABl(RQ00m), for instance, even-
tually with the smoke or fog between the buildings, we chdseRiscrete Ordinate Method
to solve the radiative transfer equation in the whole fluichdo for Code_Saturne. This ap-
proach is less precise than the radiosity method to estithatencoming radiative fluxes on
urban surfaces, but we can calculate the radiation flux nigtamthe facets of the urban land-
scape but also in each fluid grid cell between the buildingsan-transparent medium (Fig.
4.2). Moreover, as we mentioned in Chapter 2, the mesh is the Bathe radiative model and
in the CFD model, which makes the dynamic-radiative cogptiomputation more simple and
convenient.

Therefore, it is interesting to discuss different apprescbf the radiative heat transfer
models. Here we compare the radiative model€atie_Saturne and SOLENE with MUST

experimental data set.

4.2 Description of SOLENE model

Initially designed for simulating sunshine, natural ligigt and thermal radiation over build-
ings or urban blocks for architectural projects, SOLENEwafe is developed by CERMA
laboratory (http://solene.cerma.arch).tthd has been applied in many works (&:gngenbach
(2009); Robitu (2005; HéEnon(2008; Kurz (2009; Bouyer(2009; Hénon et al(2011ab,c)

etc.).
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4.2.1 Geometry and mesh

With no particular restriction about the geometry and siaking into account the urban mor-
phology, SOLENE allows simulating different quantitieslgshenomena, such as the sunshine
features (lighting and mask), the various components @irgadiation (direct and diffuse flux
incident on each element with multiple reflections betwegarase features) and thermal in-
frared radiation. With the ‘contour integration” methodgie Soux et al.(2004) the view
factors method implemented in SOLENE may be rapidly andigedc calculated between
four-sided surfaces of any orientation.

In SOLENE, a geometry is defined by a set of unconnected placesf with oriented
normal (in general, outward). Each face is constitutedfits® or more plane facets. These
facets have known contours, which are polygons defined bydledinates of each vertex
relative to the origin, and by the components of the vectomad. For a same face, the contours
are connected and they correspond to the cell of the com@ughimodel. Through the 3D
geometric modeling of urban morphology, SOLENE triangedahe computational object to
a shell mesh. The sky vault is considered as a hemispherdimterradius, with the scene
to be simulated located at its center. This hemisphere isietkewith a geodesic triangulation
of 4" elements (e.g. 1024 is a good compromise between precisibrsgeed most of the
time (Miguet and Groleat2002). The sky is considered as a source of diffuse energy with a
non-uniform solar radiation or luminance distributiorg(ein Fig. 4.3). Different atmosphere
and cloud cover conditions are defined by two coefficientsil@pand delta from a sky model
of Perez et al(1993. Epsilon is in the range from 1 to 12 which defines the clowkcage
(more than 6 for clear sky) and delta fronDQ to Q6 which defines the opacity linked to the
thickness of the clouds, from highly sombre to very shinye Tiformation assigned to the cell
is organized as a descriptor. A descriptor is a set of nuraleralues assigned to a single cell.
Thus, each parameter describing the scene has an assa@atzgption file. In addition, for

the variables over time, we need a description file per tirap. st

4.2.2 Thermo-radiative model

Net short-wave radiative flux The direct solar radiation is emitted by the sky in the sun
direction while the diffuse solar radiation emission istdlmited on all sky facets according to

the sky radiance model. In a given scene, SOLENE starts tmgpatation with view factors,
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incident solar flux and inputs the albedo of each facet. Fiweriricident short-wave radiative
flux, the model calculates the total solar flux reflected bysttene and then distribute it to other
facets. The contribution of a facet on others is determinea pprogressive refinement method:
we consider the maximal short-wave radiative flux reflectgd Eacet, then distribute on other
facets and determine the new maximal reflected solar flux ar@mhs The process continues
until the difference in the distribution of the solar flux cbas a threshold defined by the user

(e.g. 5W) or other convergence criteria (e.g. the number of itenalio

Net long-wave radiative flux In SOLENE, the treatment of the infrared flux is similar to the
solar flux by using the progressive radiosity algorithm. Tiedel use an empirical equation

(Monteith and Unsworth1990 to estimate the incident infrared flux:
L+ =213+ 5.5T,, (4.1)

whereL} (W m2) and T, (K) are respectively incoming long-wave radiation flux frone th
atmosphere and air temperature.
However, for the long-wave radiative flux, the facets noy@idsorb and reflect infrared flux

but they also emit. The emission term is determined throbglStefan-Boltzmann laeo TS .

a)

Figure 4.3: Visualization in SOLENE of: a) a dimensionlelsac sky hemisphere exhibiting
1024 patches with a radiance distribution at 1500 LST; b)ttleengularized shell meshing
MUST geometry.
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which depends on the surface temperailgg (see Chapter 2 radiative model). SOLENE can
read the atmospheric radiative fluxes and the air temperatateorological data as input which

is the case in this comparison.

Surface temperature model A multi-layers wall model (one or two layers) is implemented
in SOLENE to determine temperature, over time, at the saréax inside the wall. Thus, for
single layer wall, the external surface node, witfiQ of the heat capacity of the wall reflects
the relatively rapid thermal response of external variei¢air, solar and infrared radiation)
while the internal node with QL0 of the heat capacity plays the inertial role. The two layer
wall is built on the same bases.

As shown in Figuret.4, the conductanceK() and heat capacityC) are characteristic of
the material related to the thickness of the lay@r (or the interior nodes of the layers, we

consider that the conductance is identical on each side:

Ki=2A1/e1; Ko=2Ay/ey, (4.2)

whereK (W K- m=2), A (W K-1 m~1) ande (m) are respectively the conductance, the thermal
conductivity and the thickness of the layer associateddditat node or second node.

The heat capacity is evaluated as:
C1 = p1Cmer; Co = poCrpey, (4.3)

whereC (J K1 m2), p (kg nT3) andCn, (J kg * K1) are respectively the heat capacity, the
density and the mass-specific heat capacity associated twtie 1 or 2.
Hence, the thermal budget of each node is computed as folldwwine and Groleau

1998 Hénon 2008 for the external nodselinking to external surface temperaturg (K):

dT.
o.1cld—tSe +Ky(Tse—Tn) +Qu+L* =S, (4.4)

wheredt (s) the time stepTh1 (K) the temperature at nodd, Qy (W n?t) the sensible heat
flux estimated with equatioh.7, L* (W nf) andS* (W n?) are respectively the net long-wave
and short-wave radiation flux.

For the nodesl linking to the surface temperaturg (K):

d Tn]_

0.9C; at

+ K1 (Thy — Tse) + K1(Tna — Ts1) =0, (4.5)
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for the noden2 linking to the internal temperatufig, (K):

dTn2
dt

for the nodes2 linking to the wall temperaturés, (K), not to the ground (same as in

C

+Kao(Tn2 — Tsr) + Ko(Tha — Te2) =0, (4.6)

Code_Saturne, a constant temperature applied to deep soil)
K2(Ts2 — Tz) + hint (T2 — Tint) = 0, (4.7)
whereh; (W nT2K~1) is a global internal building heat transfer coefficient dig (K) the

internal building temperature.

Net solar flux
T R (VPR | T, Ty,

Net infrared < Se&/Kl inKl.S K f K, > "
T ) PN T T

oalc, 09¢, C,

Convective flux

Figure 4.4: Schematic representation of the energy ex@saatgan urban surface for SOLENE
simulation, afteiAntoine and Grolea(1998; Hénon et al(20113. K; andC; represent respec-

tively the conductance and heat capacity.

4.3 Radiation analyses

4.3.1 Set-up for radiation computation

The simulations are performed with SOLENE versio82l The computational effort in time
and memory is not comparable. Because the two models artogedevith different operating
systems (Windows for SOLENE with sequential computinguixifor Code_Saturne with par-
allel computing). Since no CFD quality criteria needs todspected for the mesh in SOLENE,
we reduced the horizontal size from MUST full radiative-dgmic coupling validation to save
computational time. A standard clear sky model is creatéd W24 elements for the SOLENE
simulations. We set a Ifnradiative time step both in SOLENE aiide_Saturne models.
Furthermore, when we take into account the multi-refestiériterations is considered for con-

sistency in both models. Based on MUST full dynamic-radetoupling validation case (see
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Chapter 3, Table 1), we summarize the main parameters usieel s'mulation for the compari-
sonin Tablet.1 We keep in mind that all the following comparisons are f@ ¢kenter building

in the domain.

4.3.2 Comparison of direct solar flux

We start with the comparison of direct solar flux before ardrahulti-reflection by the urban
canopy. Through Figurd.5a, 4.50, we find that the two models agree quite well with each
other. The estimation of the direct solar flux is slightly neg (by less than 10%) for the
SOLENE model with and without multi-reflection. These rally slight visible differences
appear only at the south wall (SE and SW faces) and roof whielihee most exposed to the
sun during the daytime. Moreover, it seems that SOLENE miodela small delay on sunrise.
This may be due to the difference on the accuracy of estimadkia time of sunrise and the

precision of the specified latitude.
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Figure 4.5: Comparison for the central container of the MUi8IO experiment of direct solar
radiation flux on roof (top), N-W, S-E, N-E and S-W walls dia diurnal cycle between
Code_Saturne (Solid lines) and SOLENE (Dashed lines): a) incident disstar flux; b) direct

solar flux after multi-reflections.
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Table 4.1: Parameters used in the comparison betWegén Saturne and SOLENE for MUST
simulations;as, ayw andag are respectively the short-wave albedo of soil, walls andis;@s,

&w and er are respectively the long-wave emissivity of soil, wallglanofs; As, Aw andAr
are respectively the thermal conductivity of soil, wallglanofs; e is the thicknessTy;, the
initial air temperaturels and Tsj; are respectively the initial soil temperature and deep-soi
temperatureTrop, Tnw, Tse: Tne @andTsyw are initial individual surface temperaturgyine and
Trint are respectively building and roof internal temperattieis the heat transfer coefficient;

Cy is the specific heat capacity;is the densityhin is the internal transfer coefficient.

Parameter Unit Value
Time-step min 15
as 0.55
aw = OR 0.1
&s 0.8
&w = €Rr 0.13
Aw = AR WKIm?! 6

As W KItm?l 075
Wall e = Roofe = Soile m 0.1
Initial values

Tair °C 1645
Ts °C 1588
Tsint °C 2428
Trop °C 9.28
Tw °C 1050
Tse °C 1168
TNE °C 1187
Tsw °C 1237
Twint = Trint °C 1111
Top hs W m2K-1 2532
NW hg W m2K-1 1008
SEh;s W m2K1 1083
NE hy W nr2 K=t 2029
SW hy W 2Kt 1779
Soil hy W m2K-1 5176
Additional values for SOLENE

Wall Cp, = RoofCp, Jm 3Kl 650
SoilC, Jm3K-1 800
Wall p = Roofp kg nr3 7000
Soil p kg m3 1600

hint W m2K-1 1000
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4.3.3 Comparison of diffuse solar flux

With regard to the diffuse solar flux the differences betw8&1LENE andCode_Saturne are
significant (Fig.4.7a), in particular at the four walls, wheté&de_Saturne model predicts the
same average diffuse solar flux (superimposed lines in &ida). This can be explained by
the fact that the simple clear sky model, Bird Clear Sky md&&id and Hulstrom 1987),
implemented inCode_Saturne assumes the homogeneous and isotropic intensity distibut

of diffuse solar flux at inlet boundaries (see Chapter 2 se&i3.3.9.

SOLENE sky Code_Saturhe sky
\/// '\\\
i ~ Code_Saturne
g g ——— \\\verification box

MUST containers

Figure 4.6: Schematics of the procedure to impose the SOLEkes of diffuse solar flux
as boundary conditions i@ode_Saturne. The verification box is used to check the calculated

values inCode_Saturne.

In order to analyze the difference further we have introdube SOLENE inhomogeneous
diffuse solar flux as the boundary conditionsGdode_Saturne, using the following procedure

(Fig. 4.6):

1. In SOLENE, we create a ‘rectangular building’ as largeh@&sdomputational domain of
Code_Saturne (box with dashed lines in Figd.6) and afterwards, compute the average

diffuse solar flux for each face of this large building usirQLENE.

2. Make a second large ‘rectangular building’ which is jusittle smaller (—1m) than the
previous one which will be used as verification box for bothLENE andCode_Saturne
(box with full lines in Fig. 4.6). Use the average diffuse flux value from the previous

step as inlet boundary conditions for each boundary of thepedational domain in
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Code_Saturne. Compute the diffuse flux for each face of the second buildtir80OLENE
andCode_Saturne (box with full lines in Fig. 4.6). Compare the results to check if the

boundary condition is correctly set @ode_Saturne (Fig. 4.70).

3. Apply the diffuse flux value from SOLENE to the MUST refecengeometry in
Code_Saturne (small blue boxes in Fig4.6) and compare the values for the container

walls (Fig.4.7(c).

As shown in Figuret. 7, taking the average diffuse solar flux value from SOLENEdeti
boundary condition gives a very good agreement between SIBL&hdCode_Saturne. How-
ever, the comparison for the container walls is not enouglaBsfactory as expected. As shown
in Figure4.7c, the diffuse flux of each side of the wall reproduced@ayle_Saturne differ a
lot. Only the roof matches well, but all the sides wall exhirer- or under-estimation. One
reason for this maybe due to the different numerical metimgémented in two models. Our
numerical scheme is diffusive, especially in transparesdiomm case (see Fig. 6 in Chapter 3).
Another reason can be explained by recalling that the Discedinates Method has a quite
limited angular at any discretization resolution (32 or B2&ctions inCode_Saturne). Since
the incident diffuse radiation is restricted to propagate ifinite number of directions with
an angular sector width (128 directions in this case) froemldbundary into the domain, they
may not all reach the vertical building surfaces but somewle¢se in the domain, except for
the roof which is a horizontal surface and at the highest leme receive the diffuse flux from
all the directions. This is also proved by the result showfigure4.7b where the distance
from boundary to building surface is very short. Since thedtisolar flux is unidirectional, the
distance between the building and the boundary does notthasame influence on the results
in Code_Saturne (Fig. 4.5).

Nevertheless, using the diffuse flux value from SOLENK ue_Saturne still shows an
improvement. Moreover, since the diffuse solar flux valueish smaller than the direct flux

in clear sky condition, thus it plays a minor role in the sogf@&nergy balance.

4.3.4 Comparison of long-wave radiation flux

Since the observation of the 18hcident long-wave radiation flux is available in the MUST
data, we use it as sky boundary conditions for bGtle_Saturne and SOLENE. Moreover,

due to the long-wave radiative emission highly depends erstitface temperature (E4.6)
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Figure 4.7: Comparison between SOLENE d&ndle_Saturne for incident diffuse solar flux:
a) for the container walls with Bird Clear Sky model@ade_Saturne; b) using the SOLENE
diffuse flux values from SOLENE model as boundary conditirtsieCode_Saturne for walls

of the verification box (see Fidl.6); c) for the container walls with SOLENE boundary condi-

tions applied inCode_Saturne.
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which introduces more complexities (see next section)e mex compare only the output of
the average incident long-wave radiation flux at each facthefouilding for the two mod-
els. Figure4.8 indicates that the prediction of the incident long-waveiaadn agrees very
well with two models (black dashed line and black solid line superimposed.). The average
incident long-wave radiation flux on the four sides of builgliwall exhibits an isotropic be-
havior (solid/dashed lines are all superimposed and sioks lare very close to dashed lines).
Unlike the distribution of the diffuse solar flux which depisnon the position of the sun, the
distribution of the incident infrared flux at each boundarysiotropic. Therefore the symmet-
ric building geometry makes each wall receive the same gyaoitthe average infrared flux.

Thus,Code_Saturne calculates the incident infrared radiation as well as SOEEN

w
a1
<
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Figure 4.8: Same as Fig.5but for incident long-wave radiation flux.

4.3.5 Comparison of surface temperatures

Up to now, we have compared the atmospheric radiation fluw tr term. Since the primary
aim of our radiative model is to calculate the exterior stefeemperatures of the facets, finally
we discuss the prediction of the surface temperatures biyvihenodels. Focusing on radiative
aspects, the computation of the sensible heat flux is styddghlized for this test. The sim-
ulations are based on a given constiantor each face of the buildings and ground every two

hours. The constartt; values are obtained by averaging the result of our dynaadative



76 Chapter 4. A comparison of two radiation models:Code_Saturne and SOLENE

full coupling model in moderate wind condition (see Cha@erThus, no conservation equa-
tions for mass, momentum and energy are solved and theri@iafluence of a model other
than the radiation model can be excluded. We use the walltlenodel fromCode_Saturne
(see Chapter 2) and consider one-layer wall from SOLENEIltutate the surface temperature.
The air temperature and incident long-wave radiation aextly imposed from meteorological
data. Since the influence of the internal building tempeeatun the external surface tempera-
ture is quite important in the MUST case (see Chapter 3), wdatgahe diurnal variation of the
interior temperature every half hour. Furthermore, weneste the values for the specific heat
capacityCp and the density in SOLENE (Tab4.1) which are close to the MUST experimen-
tal field. In the SOLENE models the internal building energdaimce, and the internal transfer
coefficienthij; must to be set. In order to keep an equivalent heating couatigur, after testing
some values offiy; (e.g. 10, 100, 1000) in SOLENE, we find that the highgr is, the better
the agreement with the surface temperature. Thysis set to 1000.

Figure 4.9 displays the time evolution of modeled surface temperatwsing the
Code_Saturne and SOLENE, and the observation data as reference. As medtiabove,
the h; is only changed every two hours for this moderate wind speese,cthis simplifica-
tion miss the variations of the wind. As a consequence, thesponding surface temperature
profile may change sharply. This undesired behavior is marearkable from the simulation
of Code_Saturne (e.g. NE face in Fig4.9c). Overall, the mean surface temperatures are rather
well reproduced by both models. The diurnal cycle is alsd sietulated and the variability
of the two models and the observations are comparable. Cuothiee hand, this good result is
also consistent with the ability of our full dynamic-radvat coupling to estimate good average
h¢ values.

The surface temperature is better simulatedbye_Saturne with a bias smaller than’®&.
This may be due to a lack of information on some thermal ptoggem the experiment. The
estimated parameters in the simulation might be bettertaddpr the one-layer wall thermal
model inCode_Saturne. Additionally unknown parameter€g andp) used in SOLENE may
lead to more uncertainties. However, it can be seen that S &verestimate the surface
temperatures starting from the middle of the day. This biginasf the model is probably
associated with a strong contribution of the thermal iedegading to a delay in warming with

storage in the morning then heat releases from the middlgeaday.
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Figure 4.9: Evolution of surface temperature of differes of the central container in MUST
field experiment during a diurnal cycle (cross symbol: Measwents; Solid lines: Simulation

with Code_Saturne; Dashed lines: Simulation with SOLENE).
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Figure 4.10: Comparison of two radiative models with vigzaion of surface temperatures
(Tsto) (°C) of ground, roof, SE and NE wall at 1000 LST:@)de_Saturne; b) SOLENE.
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In addition, bothCode_Saturne and SOLENE can produce a visualization of the 3D field.
For instance, the distribution of the surface temperatateB000 LST is pictured in Figure
4.10 The visualization of the building temperatures is comsistvith the above discussion.
Moreover, the ground temperature reproduced by SOLENE (Big) is higher than by
Code_Saturne (Fig. 4.1M) (~> 5°C). The degradation of the shadow seems more observable
from Code_Saturne than from SOLENE. This is due to the chosen color scale anetslliing
that our scheme has an additional numerical diffusion. dbgfiice with the MUST shipping
container surface temperatures are highly dependent cevtiletion of the internal tempera-
ture, the diurnal variation of the deep ground temperateiaginsignificant. So one reason
for the ground to appear warmer in SOLENE maybe the estimatiadhe value ofC, andp
for the soil. By using an one-layer wall scheme, they may besisge to the solution of the

ground temperature in SOLENE for this particular case.

4.4 Conclusions and perspectives

In this study, we have compared the atmospheric radiati@agland the container walls surface
temperature simulated Wyode_Saturne and SOLENE models with the MUST experimental
data set. It has been found that both two models give simikamdaily cycle of radiation
fluxes. For the direct solar flux and incident infrared flede_Saturne is in very good cor-
respondence with the SOLENE model. The prediction of thieiskf solar flux by the Discrete
Ordinate Method o€ode_Saturne is poorer, due to an assumption of isotropy uniform sky and
the different characteristics of the numerical method. @erspective is to implement a similar
sky model as SOLENE ifode_Saturne to take into account the non-uniform of the distribu-
tion of the diffuse solar flux at inlet boundaries. The di#fdkix reproduced b¢ode_Saturne

in this chapter has already used the higher angular resol(ti28 directions) in the current
model. It may be worth to test by increasing much more the langesolution in the model to
get some improvements.

Concerning the surface temperature, with imposed heasfeapoefficients, the average
diurnal cycle of the surface temperature of different buaidsides is well reproduced by both
models. The difference between two models is more signiffcam afternoon. For this reason,
the comparison of the emission and reflection of the IR fluxaepced by two models are

not discussed because of high dependance on the surfacertgmp. Incertitude related to
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additional thermal parameterS, and p, is more pronounced for the ground temperature in
SOLENE. Both of them have facility to the visualization o&tBD field. They can be useful
tools for simulating the outdoor thermal environment.

Further, only one-layer wall thermal model is tested herginy a multi-layer scheme and
includingC, andp with more detailed information on properties of the matariay be appro-
priate to compare SOLENE arithde_Saturne. In case where the diffuse flux data is not avail-
able or in cloudy sky weather conditions, calculating tifeude flux value from SOLENE with
a domain size box then set as inlet boundary conditions eadgrovements itlCode_Saturne
results. Conversely, using a CFD code to more accuratelyehtbdh; is helpful to SOLENE

for predicting the sensible heat flux under moderate wineédgendition.
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Numerical study of the thermal effects of

buildings on low-speed airflow taking into

account 3D atmospheric radiation in

urban canopy: paper submitted to Journal
of Wind Engineering & Industrial

Aerodynamics

In the two previous chapters, we discussed the impact of dhgective flux on the surface
temperatures by modeling a detailed wind field. Then, on &déation aspect, we discussed
the performance of the radiative model in comparison to SREEnodel. In this submitted
paper, in order to improve the model, we extend the work ofpB#a3 and 4. We present
different numerical simulations for low wind speed and leighuilding density than in MUST,
varying the thermal exchange model and analyzing the diffezs. On one hand, this assess
the thermal impact on the flow field in different conditions) e other hand, it illustrates the

use of the 3D radiative scheme.
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Abstract

A three-dimensional atmospheric radiative model whichbésto evaluate the
thermal-radiative transfers in the lower atmosphere wgdamented in the at-
mospheric module of a Computational Fluid Dynamics codeis Tinodel can
study the thermal effects of buildings on the local atmosipH®w with a cou-
pled dynamic-radiative model. Previously, we have vagdathis approach by
comparison with several surface wall temperatures fromMioek Urban Set-
ting Test experiment. This paper presents idealized simouakawith a lower wind
speed and a higher building density and discusses the imapalttedo (dark/white
walls). In order to further analyze the contribution of tHe @diative transfers,
a comparison of the thermal impact on the airflow under diffiethermal con-
ditions for the ground and the walls is made: no heating, sepdemperatures

and 3D radiative transfer heating. The results show thanhgalkito account the
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thermal stratification has a significant influence on the viield. The difference
between the imposed temperatures case and the 3D radratigédr case can also
be important. Furthermore, the influence of the differedtative transfer condi-
tions and parameters are also discussed: a 0900 LST suropasith an albedo
of 0.1 for the building walls, a 0900 LST sun position with an iraged value of
the albedo (@) and a 1600 LST sun position with an albedo df 8ire compared.
Keywords. Thermal transfer, 3D atmospheric radiation, Computatiehad

Dynamics, Urban canopy

1. Introduction

The influence, on the airflow pattern, of the incident atmesigiradiation on
the canyon walls and ground surfaces under conditions ofwavd speed can
be important and should not be neglected in pollutant d&peror urban de-
sign studies. Solar heating of the building walls and theugdoduring the day
warms the air near the wall or above the ground, which canecatreng ther-
mally induced air motion. This thermal effects on the airflaveluding building
geometry and architecture as well as street canyon dinesidiave been mainly
studied with wind-tunnel experiments (Uehara et al., 20a®/ar-Panskus et al.,
2002; Richards et al., 2006) and numerical models (Sini.et1896; Kim and
Baik, 2001; Louka et al., 2001; Xie et al., 2007) and fewehvitll-scale or near
full-scale experiments (Louka et al., 2001; Kanda, 200&cdRou et al., 2008).
In general, field and wind-tunnel experimentalists stresstéchnical difficulties
in controlling air and surface temperatures and variouoasurface tempera-
tures gradients. Moreover, in order to obtain significaetrial effects and re-

spect the similarity with a real building, usually a very higurface temperature



(100—400°C) has to be applied in wind-tunnel experiments (Uehara g2@00;
Kovar-Panskus et al., 2002; Richards et al., 2006).

To overcome this limitation, numerical studies were perfed. Sini et al.
(1996) first numerically showed that the thermal forcingldounarkedly influence
the air motions and the wind structure. Later, Kim and BalBO®) simulated the
flow in an urban street canyon with various aspect ratios aitit street bottom
heating using a two-dimensional (2D, hereafter) Compaonati Fluid Dynamics
(CFD, hereafter) model with a &turbulence closure. Kovar-Panskus et al. (2002)
identified the differences in the airflow regimes betweenctmes with and with-
out wall heating. Xie et al. (2007) investigated the influei¢ the multi-surface
heating configuration on the flow field and pollutant transpooblems with the
wind-tunnel experiment of Uehara et al. (2000).

However, most of previous research works considered a 2[patational do-
main and assumed idealized sunlit wall configurations @unifsunlight on one
surface of the canyon and no sunlight on any other solid sesfawithout includ-
ing a realistic radiative model. Further research work erdfore necessary to
improve our knowledge about the thermal effects on localoafpheric environ-
ment. On the basis of this background, the aim of this work iserform three-
dimensional (3D, hereafter) numerical simulations in otdesvaluate the effects
of non-uniform wall-heating on the airflow pattern using ardgidiative model de-
veloped in the CFD cod€ode_Saturne which is adapted to complex geometry.
Milliez (2006) first evaluated the model with idealized cgagsing a constant 3D
wind field. Then, Qu et al. (2011) compared this model with saeaments of
surface temperature for different wall orientation in thedWd Urban Setting Test

(MUST, hereatfter) field campaign (Yee and Biltoft, 2004; IMi# and Carissimo,



2007). They have also discussed the influence on the sudageetatures of the
internal building temperature and the wall thermal modgliand compared the
3D modeling of the convective exchanges to simpler appremcised in other
models. In this paper, we extend the work of Qu et al. (2011gu@r wind speed

and a higher building density than in MUST. First, we briefgsdribe the model
and discuss the thermal exchange modeling of buildings.n e present dif-

ferent numerical simulations for low wind speed in this idesd urban area with
a high building density, varying the thermal exchange maatel analyzing the

differences.

2. Equations and Model design

The model used in this study is the open-source CFD ¢ode_Saturne (Ar-
chambeau et al., 2004) which can handle complex geometrplaygics. Taking
into account the larger scale meteorological conditions thie thermal stratifi-
cation of the atmosphere, the atmospheric modul€mf_Saturne, described
in Milliez and Carissimo (2007), uses a detailed represemaf the surfaces
allowing a complex 3D spatial representation of wind spaatbulence, and tem-
perature. The numerical solver employs a finite-volume @ggin for co-located
variables on an unstructured mesh. Time discretizatioahigeaed through a frac-
tional step scheme, with a prediction-correction step.unsimulations, the tur-
bulence in the entire fluid domain is parameterized with taadardk — € formu-

lation.

2.1. Surface energy balance

To take into account the thermal effects of buildings, we eldde surface

energy balance (SEB, hereatfter). In this study, we neghecanhthropogenic heat

4



flux and the latent heat flux. The advection fluxes are obtdnyetthe resolution

of the entire flow field. Thus, for each surface the SEB is esg@d as:

Qcond + QH = Q*, (1)

whereQcong is the conductive heat flux\( m—2) within the building or the ground
subsurface, which links the surface temperature to thenatbuilding or the deep
soil temperatureQy is the sensible heat flud\( m—2) which depends on the local

airflow intensity,Q* is the net radiative flux\y m—2).

2.2. Radiative model: Q*
2.2.1. Solar and infrared radiation

The net atmospheric radiati@r is the net or resultant value of the short- and
long-wave radiation. The total incoming and outgoing shwave radiative fluxes

for each solid surface are expressed as:

S =%9+S+S, )
S =a¥, (3)

whereSF andS' are respectively the incoming and outgoing short-waveataai
fluxes W m—2), S the direct solar flux\WW m—2), S; the solar flux diffused by
the atmosphere above our simulation doma&ihrt2), S the flux diffused by
the environment, i.e. resulting from the multi-reflectiarsthe other sub-facets
(W m~2) anda the albedo of the surface.

Then, the long-wave radiation flux for each surface reads:
L' = La+Le, 4)
LT:SGTSL}‘C"‘(l_g)(La'i‘ Le), ()

5



whereL' andL" are respectively the incoming and outgoing long-wave tadia
fluxes W m~2), € the emissivity of the surface; the Stefan-Boltzmann constant
(5.66703x 108 W m 2 K—4), Tstc (K) the surface temperature; (W m—2) and
Le (W m~2) are respectively the long-wave radiation flux from the atptere and

from the multi-reflection on the other surfaces.

2.2.2. Discrete Ordinate Method (DOM)

The radiative fluxes are computed using the Discrete Orelivathod (DOM)
(Fiveland, 1984; Truelove, 1987; Liu et al., 2000) whichveslthe radiative trans-
fer equation for a gray non-diffusive semi-transparent iady the directional
propagation of the radiative wave. In our models, the angiikcretization has
two resolutions: 32 or 128 directions and the spatial distagon uses the same
mesh as the CFD model. Taking into account both short- arghteave radiation
separately, we have adapted a radiative heat transfer scnaiable for combus-
tion in Code_Saturne. Described in detail by Milliez (2006), the new atmospheric
3D radiative approach was developeddnde_Saturne for built-up areas. The
main advantage of this model is that the radiative trangfjeagons is solved in
the whole fluid domain and not only at solid faces (such as wisémg view fac-
tors), but also can be applied to non-transparent media feg or pollution).
In this work, we consider a transparent atmosphere betweebdilding at the

microscale of our simulations.

2.3. Convective model: Qn

The sensible heat flu®y term in the equation (1) is calculated from:

Qu = hf (Ta - Tsfc)7 (6)



with hs is the heat transfer coefficieltV(m—2K—1). T, (K) is the external air
temperature.

In order to effectively model airflow features, the estiroatof the stratifica-
tion effects on vertical turbulent transport and the swefat thermal gradient that
controls convective heat transfer are determined fromitéeral energy equation
of the flow. In our simulations, momentum and heat transfanfhorizontal sur-
faces follows a rough wall law modified by stratification. @eation from vertical
surfaces defaults to the neutral wall law. Depending ondballfriction velocity
u, (ms1) and the thermal stratification, the local heat transfeffiment hs for

each solid sub-facet is defined here as:

Cpu.K f
he = —P-PEhh )

ain(E2) 1

wherep is the flow densityKg m~3), C,, the specific heatl(kg~* K1), k is the
von Karman constang; the turbulent Prandtl numbaet is the distancenf) to the
wall, zy is the roughness lengtimj, z, is the thermal roughness lengtm)( fn,

and f, are the Louis (1979) stability dependent surface layertfans.

2.4. Modeling surface temperature: wall thermal model Qgong

As shown in equation (1), the solution of the surface enegdgrixe for each
surface cell at each time step requires the calculation efhisat conduction
(Qcond) Which links the internal temperature to the surface terjpee. Con-
duction between surface layers spatially varying in thedse (m) and thermal
conductivityA (W K—1 m1), as typical for building walls, necessitates a sophis-
ticated approach. Yet, the simulations are short-termignstudy. So we adopted

one-dimensional conduction scheme with an average theromaluctivity of the



wall and a constant value to the internal building tempeealy; (K). Hence, the

solution for the surface temperature is calculated from:

A
< (Tste—Tint) +hi (Tste—Ta) = £(La+Le— 0T5ic) + (1- ) (o + S +S), (8)
where the heat transfer coefficidmt is computed from local flow parameters as

shown in equation (7).

3. Numerical simulations set-up: initial and boundary conditions

The computational domain is three-dimensional (Fig. 1)abitichlet bound-
ary condition is applied at the inlet (East) and the top, aregtny condition at the
lateral boundaries (North and South) and free outflow at thket(West) bound-
ary. The buildings have the same dimensidng (V x H : 12.2 x 2.42 x 2.54m)
as the MUST experiment shipping containers (Yee and Bjl&ff04; Milliez and
Carissimo, 2007; Qu et al., 2011) and the orientation of #reopy is—90° rel-
ative to the geographic north. In addition, we modified thgeas ratio H /W,
whereH is the building height an@V is the along-wind spacing) to 1 in order to
increase the density of the urban canopy and therefore tthvasigng the ther-
mal impact on the wind. The run takes place from 0900 LST tc0Q93T. The
meteorological initial and inlet boundary conditions aneeautrally stratified log-
arithmic wind profile blowing westward, associated with aitnal potential tem-
perature profile of 30C with both dynamical and thermal roughness lengths set
to 4 cm. Since the thermal effects are expected to be of substamiedrtance
for low wind speeds, certainly belowris—t when the urban dome regime domi-
nates (Oke, 1987; Kovar-Panskus et al., 2002), the 10 m hiigth speed is set to

1 ms~L. Low wind conditions and large surface-air temperaturiedéhces cause



large thermal effects. Different differential temperasibetween the heated sur-
faces and the air were simulated in numerical studie<C(f Sini et al. (1996),
10°C in Xie et al. (2007), 32C between the windward wall and the air, 53
between the leeward wall and the air in Onomura et al. (2008))general, a
surface-air temperature difference of 5 to“IDis considered to be close to the
one of a wall heated by solar radiation. Thus, in our study,tiitial air, soil and
wall/roof temperatures are set to 30, 32 and@Gespectively.

In order to study the contribution of atmospheric radiatorthe airflow, we
simulated three cases: a reference case without heatdransf with a neutral
stratification of the atmosphere - called hereafter ‘néwuimae’, a case with heat
transfer but where the surface temperatures are imposdted deereafter ‘im-
posed temperatures case’, and a case with the 3D atmospaéiative model
coupled to the dynamical one - called hereafter ‘radiatiaegfer case’.

For the second case, the imposed wall/roof temperaturée e fge one used
to initialize the surface temperatures in the radiativegfar case (36C). For the
ground, two imposed temperatures are used, which are ebthyaveraging the
results of the radiative transfer case: one (lower) for tioeigd inside the canyons
(11.30°C) (in order to take into account the shading effects) andrean@mne for
the area outside the array (35°C).

After a sensitivity study, the time-steps for the dynamiwaldel and the ra-
diative one were respectively set tddB s and 2min. In the two last cases, a
buffer zone is included to remove any numerical perturlmatioe to the differ-
ence between the ground-level temperature of the inleton@tmgical profile and
the imposed or initial ground temperature inside the domgive numerical sim-

ulation features, including initial and wall boundary cdiahs are summarized in



Table 1.

4. Results and discussion

The numerical simulation results are analyzed at 600s, when the mean
flows in the entire simulated urban canopy reaches a quesihgtstate. Figure
2 presents at 0900 LST the direct solar flux received by thiases from the
radiative model. We observe that the distribution of thedskain the canyons is

mainly behind the leeward walls and the most heated wallatasendward sides.

4.1. Comparison of three thermal conditions: neutral, imposed temperatures and

3D radiative transfer cases

Figure 3a and b show the mean Turbulent Kinetic Energy (TKdtefter)
fields at roof level and half building height level for thrdetmal conditions. In
all conditions, due to the presence of the buildings crgatiechanically induced
turbulence, more TKE is found at roof level than in the candpympared to the
neutral case (Fig. 3a.l, b.1), the presence of heat traffsfgr 3a.2, a.3, b.2,
b.3) enhances the TKE in the whole domain due to a large theyroduction,
in particular near the windward side of the first array (theshieated wall) and
in the wake zone (accumulated thermal production). SimfikE distributions in
the street canyons are found in the two cases with heat &naf#3§. 3a.2, a.3, b.2,
b.3) due to surface temperatures on the same order of mdgnganerating simi-
lar thermal production. However, the non-uniform surfaeating in the radiative
transfer case shows an asymmetry in the TKE distributioms asymmetry obvi-
ously shows smaller values in the center and larger valuéseoright side of the

wake zone.
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The asymmetrical TKE distribution and the larger TKE in thake zone can
be better understood by looking at the dominating vortexcstire in the cross-
section H behind the array, as shown in Figure 4. Consistent with [€i@ar three
different vortex regimes are found above the roof (Fig. 4)hvwarger TKE values
in the case with heat transfer (Fig. 4.2 and Fig. 4.3). In camspn to neutral
and imposed temperatures cases (Fig. 4.1 and Fig. 4.2)yingshadowing and
radiation trapping effects in the radiative transfer castuces a different TKE
contour in the right side part of the wake zone (Fig. 4.3).

The motion in the canyon induced by thermal effects is sulbistidy vertical.
Figure 5 compares the distribution of the mean airflow paaétemperature and
velocity vector maps for the three cases. Velocity vectoesr@rmalized by the
reference velocity (i.e. Ins™!) and projected onto the center-plane. Without
surface heating (neutral case, Fig. 5.1), due to the bgldansity H /W = 1),
the airflow pattern in the canopy is a classic skimming flowmegas described
by Oke (1987): a clockwise wind flow structure develops in tkeater of the
street canyon. Taking into account surface heating (eithposed temperatures
or radiative transfer conditions), the potential tempa®is increased mainly at
the roof level and windward wall (Fig. 5.2 and Fig. 5.3). Asault, the airflow
structure is characterized by a significant air motion altrgwindward faces
in the cavities. As mentioned previously, the initial grdulemperature outside
the canyon in the imposed temperatures case is set to a nbwahae (3515°C)
estimated by averaging the results of the radiative trammsfeputation. In fact,
in the radiative transfer case, the ground temperatures dlmshe first building
is higher ¢-2°C) as a result of short- and long-wave reflections and longewa

emissions between the soil and the first windward face. Retia last building,
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the soil temperature in the shaded area is much lower in thatnee transfer case
(12— 24°C not shown here) than in the imposed temperatures cas&x(g3,
which results in significant difference in potential tergdare.

To further investigate the contribution of the radiativedah Figure 6 shows
the vertical velocity difference (Fig. 6.1) and the potahtemperature difference
(Fig. 6.2) in the center-plane between the radiative temsdse and the imposed
temperatures case. We notice that taking into account theundorm surface
heating by 3D atmospheric radiation transfer can subsiantnodify the distri-
bution of the vertical velocity and potential temperatuagt@rns in the streets, in
comparison to simply setting constant surface tempersitwtese to the leeward
sides, the differences are betweed 3 and 005ms™1 for the vertical airflow pat-

tern, and between2 and 15°C for the potential temperature in our study case
(Fig. 6).

4.2. Comparison of the different radiative transfer conditions

Up to now, we have seen that the difference between the indpesepera-
tures and the radiative transfer case is already compleactndepending on the
position of the sun and the shadows, the walls and the soihatrdneated uni-
formly, modifying the stratification of the flow and hence thoyancy forces.
Furthermore, even in the same sunlit configuration (i.e. esarfentation, same
time of the day), the results can be different depending enviiues of the pa-
rameters used to describe the material physical propetite building walls or
the ground; for instance, the albedo, which may be increadegh painting the
surface with a light color. In Figure 7, using the radiativeahtransfer model,
we present the surface temperatures for three radiatinsfenaconditions: a 0900

LST sun position with a higher albedo valueg@nstead of Q1) for the building
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walls (Fig. 7.1), a reference case same as Fig. 7.1 but witileedo of 01 for
the building walls (Fig. 7.2), and same as Fig. 7.2 but for@IL6ST sun position
(Fig. 7.3). Asin Section 4.1, all analyses are made after ibdit@s of simulation.
Increasing the albedo without changing the daytime, siheebtilding surfaces
reflect more solar radiation, results in a decrease in walptratures (compari-
son of Fig. 7.1 and Fig. 7.2). In the late afternoon (1600 L 1§ sun has almost
shifted around to the opposite position, therefore theastiadnes appear in front
of the windward side and the heated walls are mostly the lebwides.

Figure 8 compares the distribution of the potential temioeesand the normal-
ized velocity vector maps projected onto the center-plarmeuthe three radiative
transfer conditions listed above. In the morning, wheneasing the albedo, the
sunlit surfaces (windward walls and roofs) are less heated,consequently the
airflow is fairly less heated close to these areas (Fig. 8dlFag. 8.2). To em-
phasize this further, we have plotted the differences betmtbe case with an
increased albedo of the building walls case and the referene: in vertical ve-
locity (Fig. 9.1) and potential temperature (Fig. 9.2). Treund close to the
first windward wall and the last leeward wall is more heatechlbee it receives
more reflected solar radiation from the building walls. Asauit, the potential
temperature is locally increased. Increasing the albedbeofvalls not only lo-
cally changes the airflow pattera .05~ 0.30ms™1) but also the heating pattern:
warmer ground and cooler windward walls and roofs.

In the late afternoon (1600 LST), in comparison to 0900 LYE, eeward
walls are sunlit and are more heated than windward walls @&ig). In compari-
son to the neutral case (Fig. 5.1), the airflow structure sderbe less disturbed

than when the sun shines on the windward side and the pdteeraerature is
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not increased significantly.

4.3. Quantitative analysis

In order to clarify and quantitatively analyze the thernmapact on the airflow,
we have plotted several vertical profiles of different vialés at different positions
in the domain. In Figure 10a-f, we compare the vertical peefof potential tem-
perature, normalized vertical velocity and TKE, respetivnear the windward
side and behind the leeward wall of the last building (froft+hend side to right-
hand side) under different thermal models (i.e. neutrghased temperatures and
different radiative transfer parameters). Taking intocart the thermal stratifi-
cation in the non neutral cases, the airflow shows a largalitity (Fig. 10a-f).
Close to the windward wall, compared to the neutral conditind except in the
radiative transfer case with a 1600 LST sun position, themtcl temperature is
largely increased near the ground leveH-2.4°C). Fromz/H = 0.2, the potential
temperature rises and reaches its maximal value withirethgez/H = 0.8 —0.9.
After that, the airflow cools down and the profiles tend to thetral case at about
z/H = 3. Near the last leeward wall, the potential temperaturierdifice at the
ground level between the radiative reference case (greehdind imposed tem-
peratures case (red line) is abous°Z (Fig. 10d), which is due to the shading
effects behind the last buildings not taken into accounheimposed tempera-
tures case.

When taking into account the thermal stratification, thetigal component
of the velocity shows some variability (Fig. 10b and 10e).t\Wut heating, the
vertical velocity turns negative forming a downdraft flowtire canyons close to
the windward sides or over the canyons close to the leewded sOn the contrary,

with thermal transfer, the vertical velocity is always pgo® and a strong updraft

14



flow is formed fromz/H = 0.2 up to the roof level. The impact of the heating
on the TKE (Fig. 10c and 10f) is also important at these lowdrspeeds. The
thermal gradients near the windward wall and near the |lestwell induce a
difference in the TKE production.

Close to the windward wall, choosing the imposed surfacetzature on the
order of magnitude of the ones from the radiative transfee gaakes this case
agree well with the radiative transfer case on the airflowpprtes (red and green
lines). Significant differences are found close to the ledvgade due to different
treatments of the ground temperature at this area. Thefzatites lead us to
conclude on the importance of the non-uniform surface hgatonfiguration with
the 3D radiative model, linked to the full flow simulation.

For the radiative transfer cases, a late afternoon surditipa (1600 LST) and
using a higher albedo value for the walls both result in sendleating. However,
in comparison to the morning (0900 LST) with an albedo.6f €he late afternoon
sun position with an albedo of Dshows a weaker impact on the airflow (blue and
cyan lines in Fig.10a, 10b, 10c). Compared to the neutrad,dae increase of
the potential temperature is less tha in the cavity (black and blue lines in the
Fig. 10a). Moreover, the variability of the vertical veltycand the TKE are also
moderate along the windward wall (black and blue lines inRige 10b. 10c).
Behind the last building, the heating of the leeward wall leas influence on the

airflow pattern than the heating of the windward one.

5. Conclusion

We have investigated the effects of different wall heatiogditions on the air-

flow within an idealized canopy in a low wind speed case, usigwy atmospheric
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radiative and thermal schemes implemented in the 3D CFD @@ale_Saturne).
Firstly, the results show the importance of the thermaltigitration effects in ur-
ban areas for low wind speed and the contribution of 3D radiatansfer within
the canopy. The thermally induced motion is combined withrttechanically in-
duced motion formed in the canyon, mainly resulting in ilased upward motion.
Because of the shading effects, the multi-reflections aedrifrared emis-
sions, 3D atmospheric radiative transfer induce a noneumifand asymmetrical
wall heating which, in comparison to the uniform and symigatrwall heating
from imposed surface temperatures conditions, modifiesifilew pattern. In
this short-term study (10 minutes with a reference velooftgms—1), the max-
imum difference close to the leeward walls reachgs§* for the vertical ve-
locity and 2°C for the potential temperature. Secondly, under radidtemesfer
conditions, we also discussed the influence of the sun paosind different val-
ues for the albedo of the building. The results show that gimgnthe physical
parameters of the walls have an important effect on the piatéemperature and
motion. We illustrate that increasing the albedo frorh @ 06 (e.g. painting
a dark surface to white) reduces the net radiation flg¥) ¢erm in the surface
energy balance (SEB), as a result, the potential temperatase to the wind-
ward wall or roof may decrease by’2. More examples, using different building
materials (e.g. wood, brick) may modify tigg term (difference in the infrared
emission) and the conductive heat fl.§.q) term (difference in the conductiv-
ity or thickness etc.), therefore has a potentially impatritafluence on the airflow
pattern. By describing simulations with the same buildihggical parameters but
different sun positions, we show that solar heating of tlesveed wall (at 1600

LST) has less influence on the airflow pattern than the heatinige windward
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wall (at 0900 LST) for our particular set-up.

This knowledge is important to further assess the stregtaraventilation po-
tential, the possible shading strategies on building sedaand the influence of
both aspects on indoor thermal comfort and air quality. it aso contribute to
future research and applications in the field of wind engingeand pollutant dis-
persion in the urban environment, when the thermal stratiéo is of importance.

However, this discussion is based on an idealized urban drea real ur-
ban environment, the complex geometry has a strong influemt¢lee wind field.
Moreover, the simulation results were not compared to apgement. Using a
real measurement data set may be appropriate to qualijegivaluate the numer-
ical simulations and enrich the discussion. In order to $oon topics related to
microscale dispersion in irregular canopy and complex mdravironments, our
ongoing work is evaluating this model on a district of a reddain area with the

CAPITOUL field experiment (City of Toulouse, France).
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Figure 2: Visualization of the direct solar flug{) (W m2) received by the surfaces with a 0900

LST sun position from the radiative model.
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Figure 3: Comparison of the mean turbulent kinetic enefgg¢E) (nm?s 2) distribution on: a)
roof level; b) half height of the building, for three thernm@minditions: 1) neutral; 2) imposed
temperatures; 3) 3D radiative transfer with a 0900 LST sisitijon.
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Figure 4: Comparison of the mean turbulent kinetic enefigg¢E) (nm?s 2) distribution on the
cross-section attd behind last building for three thermal conditions: 1) naljt2) imposed tem-

peratures; 3) 3D radiative transfer with a 0900 LST sun osit
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Figure 5: Comparison of the mean airflow potential tempeegfl) (°C) distribution on the center-
plane for three thermal conditions: 1) neutral; 2) imposadgeratures; 3) 3D radiative transfer
with a 0900 LST sun position.
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Figure 6: Difference between 3D radiative transfer with @@2ST sun position and imposed
temperatures case on the center-plane: 1) differenceficakrelocity (\w) (ms™1); 2) difference

in potential temperaturé@) (°C).
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Figure 7: Comparison of the surface temperatuiigg) (°C) for three radiative transfer condi-
tions: 1) a 0900 LST sun position with an albedo @ @r the building walls; 2) same as 1) but
with an albedo of A for the building wall; 3) same as 2) but with a 1600 LST sunitpms
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Figure 8: Comparison of the mean airflow potential tempeeafd) (°C) on the center-plane
for three radiative transfer conditions: 1) a 0900 LST susitmn with an albedo of & for the

building walls; 2) same as 1) but with an albedo df €or the building walls; 3) same as 2) but

with a 1600 LST sun position.
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Figure 9: Difference with a 0900 LST sun position between 80iative transfer with an albedo
of 0.6 and with an albedo of.Q for the building walls on the center-plane: 1) differencgeértical

velocity (Aw) (ms™1); 2) difference in potential temperaturq) (°C).
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hand side to right-hand side) under different thermal cimal (black: neutral; red: imposed
temperatures; green (i.e. radiative ref.): a 0900 LST susitipa with an albedo of 4 for the
building wall; blue (i.e. radiative (1)): same as radiatieé. but with an albedo of .6 for the
building wall; cyan (i.e. radiative (3)): same as radiatigé but with a 1600 LST sun position).
(d), (e) and (f) same as (a), (b) and (c) but c\l;ge to the lastded wall.



Table 1: Parameters used in the low wind speed simulatidps:reference height for the inlet
profile; Ures inlet initial wind speed a&¢¢; @ the initial wind angle;zg dynamical roughness
length;z,; thermal roughness lengtbs, aw andag respectively albedo of soil, walls and roofs;
£s, v and &g respectively emissivity of soil, walls and roofég, Aw and Ar respectively con-
ductivity of soil, walls and roofses, ey ander respectively thickness of soil, walls and roofs;
initial potential temperaturélg soil temperature, first: initial value for the radiativertsfer case,
second: value inside the canopy for imposed temperatuses ttard: value outside the canopy for
imposed temperatures cadgj; the deep-soil temperatur@yix and Trine respectively building
wall and roof internal temperaturéy andTgr respectively walls and roofs surface temperature:

initial value for the radiative transfer case and value fi@rimposed temperatures case.

Parameter Unit Value
Dynamic:

Time-step s 0.05
Zyet m 10
Urer ms1 1.0
0 o —-90
Soil zy cm 4
Wall zg = Roofzy cm 2
Radiative:

Time-step min 2
Soil 7o, cm 4
Wall o, = Roofzy, cm 2
as 0.53
aw = ar 0.1
& 0.8
&w = €Rr 0.13
As WK-1Im?l 075
Aw = AR WKIm?l 6
es cm 50
ew = er cm 10
Initial values:

6 °C 30
Ts °C 32/11.30/35.15
Tant °C 25
Twint = TRint °C 32
Tw=Tr °C 36

31
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6.1 Introduction

Existing canopy models often use a statistical representatf building which is generally

obtained through quantitative field survey or qualitatigsgreates. But in performing this geo-
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metric simplification there is no way to ensure that the sifigal geometry match locally the
actually city. In this work we want to represent the energy momentum exchanges in portion
of an existing city as realistically as possible.

In the previous workilliez, 2006 and also in Chapter 3, 4 and 5, the coupling of the
radiative transfer and fluid dynamics models has been emweith idealized cases. In order
to validate our model as completely as possible with a lavgédable experimental dataset in a
real urban environment, we choose the Canopy and AerositiBarinteractions in TOulouse
Urban Layer (CAPITOUL) experimental dataset. Hereafterfivet give a brief overview of the
experimental campaign. Then we present the mesh develop#ukfcity center and the simu-
lation conditions for the selected day of the campaign. ifgeds, we discuss the simulation
results with the observation including surface tempeesubrightness temperatures measured
by an airborne infrared thermo-graph, sensible heat flukatin flux, friction velocity and

hand-held thermometers data.

6.2 Overview of CAPITOUL field experiment

The CAPITOUL campaign is a joint experiment, organized bg tbentre National de
Recherches Meteorologiques and other partners (Laborat@iérologie, Laboratoire des Mé-
canismes et Transferts en Géologie and ORAMIP local ailtyusdency), which took place in
Toulouse in southwest of France (88'16.21"N, 1°26’38.5"E) from February 2004 to Febru-
ary 2005. Itis an effort in urban climate, aiming to documitietenergetic exchanges between
the surface and the atmosphere, the dynamics of the boulayaryover the city, and the inter-
actions between urban boundary layer and aerosol chemisgigneral view of the experiment,
describing the goals, experimental set up and a summargoégults is given biylasson et al.
(2008.

6.2.1 Objectives and description of the site

The urban area covers approximately 206 and encompasses 9000 inhabitants. The
surrounding landscape is relatively flat with small rollihgls. Toulouse was chosen as a
candidate for urban climate research for several reastsadation away from the potential

influences of mountains and coastlines, so that it is notenfied by local effects of valley
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or sea breezes. The meteorology is therefore mainly cdedirdly the synoptic flow, so in
anticyclonic conditions, urban effects such as the urbamnisknd, an urban plume or an urban
breeze circulation can develop. The old downtown area witaraa of approximately.3 kn?

is generally made up of buildings 4 to 5 stories high (apprately 20m) with the walls
primarily composed of brick and stone and the roofs of cley(fig. 6.1). This structure is
typical of southern European cities but is in contrast tdéifleskyscrapers typically found in the
urban cores of more modern cities. These characteristiyggestit favors the study of turbulent
transport flows for a dense down town area. The city has felufragy industries, the main
economic activity being mainly space and aeronautics. Timeipal sources of air pollutants
are the motor vehicle and space heating of buildings. Thssameadvantage for specific study
of carbonaceous aerosols and sulphalissgicki, 2007 Pigeon et al.2008. Study of the
energetic exchanges between the surface and the atmosphei@e of the objectives. We

briefly describe the data used in this study.

6.2.1.a Meteorological data

The study area is mainly located in the central site of Tosgoaround the corner of the two
streets, Alsace-Lorraine and Pomme (yellow contour in Fégla and Fig. 6.1b). In this
neighborhood, vegetation is very scarce and buildingsranena 20m in height Pigeon et al.
2008. The base of the meteorological mast was on a roof at a hefd@@ m, with the top of
the mast being 4B m above the road (position shown in Fig.4). It provided data including
short- and long-wave radiation flux, sensible heat, lateat,hair temperature, wind speed and
direction etc. continuously from mid-February 2004 to galarch 2005. All meteorological
variables were sampled at one-second intervals and weoedext as one minute averages

(Masson et a).2008.

6.2.1.b Infrared surface temperature measurements

A total of ten InfraRed Thermometers (IRTs) were affixed técbaies or booms to record
the surface temperatures of the roads, walls, and roofseotainyons. Described in details
in Moscicki (2007, four IRTs were positioned in the Alsace canyon to recondase tem-

peratures of the two walls, the road, and a roof (e.g. Biga). Three IRTs were located in

both the Pomme and Remusat canyons to observe the tempeoétiire two walls and the
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Figure 6.1: Aerial view of downtown Toulouse, France: a)msudy area, from Google Maps;

b) zoom in the selected area (in a yellow contour), from Birgpsl The north is indicated.
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road in each canyon (e.g. Fig.20). Temperature observations were sampled at 15-minute
intervals and were recorded for the walls and roof at 30-teimtervals at the top and bottom
each hour. The canyon floor (road) temperatures were red@dene-second intervals and
this information was then organized into a series of fregyehstributions covering 15-minute
time spans each with 900 temperature samples and a mearr&tunpeavas calculated for each
distribution. The road temperature readings were caledlatith the correction of the traffic
(Moscicki, 2007 Pigeon et a].2008. The angular Fields Of View (FOV) of each road-viewing
IRT is 15° resulting in a FOV encompassing much of the road, centeratdemiddle of the
road. The IRTs viewing opposing walls have & &DV that allowed the viewed area to en-
compass the majority of the wall. For the roof, an IRT is affixe a small tower on top of the
roof such that the IRT is pointed directly downward. The risgbitched at a slight angle such
that half of it faces southwest and the other half faces ragh The FOV of the IRT over the

roof encompasses portions of the roof facing both direst{doscicki, 2007).

6.2.1.c Hand-Held IRT data and Aircraft data

A series of observations were recorded using hand-heldredirthermometers for each surface
type in the vicinity of the study area on July 15, 2004o&cicki, 2007). An example of the
database is shown in Fig.3 For the same day, Thermal InfraRed (TIR) airborne images we
obtained during several Intensive Observation PeriodB)Mith 2 airborne cameras on board
of a Piper Aztec PA23 aircraft over the study area (flight 48349 - 0816 UT; flight 431: 1115

- 1150 UT; flight 432: 1348 - 1423 UT). The speed of the aironafs 70m s~* and the camera
acquisition frequency was.3 frames per second. The flight height was about @6@hich
results in a resolution between5land 3m depending on the sight angleggouarde et al.

201Q Hénon et al.2011h.

6.3 Simulation set-up

Concerning urban canopy energetics issue, several paptts €CAPITOUL project have been
published Pigeon et al(2007, 2008 present the modeling of the anthropogenic heat flux by the
TEB urban schemeMasson 2000 and its validation against anthropogenic fluxes estimated
by a new method using standard surface energy balance regais. Based on the use of

SOLENE model coupled with a 3D model of the city providing ihéormation about the
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Figure 6.2: Photo of the affixed IRTs: a) an IRT mounted on aiboothe Alsace canyon; b)
IRTs mounted on a railing in the Remusat canyon, one is didetdward the wall across the

street and the other to the road below. Source Pigeon (2004).
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Figure 6.3: An example of the hand-held infrared thermonsetatabase for 15 July 2004.

actual structure of the urban canopggouarde et ak2010 simulate the TIR anisotropy and
the directional surface temperatures over the Toulouge@éstellu-Etchegorr{2008 imports
the Toulouse urban databased as a DART sc&astellu-Etchegorry et aR004) and test the
DART-TEB model for simulating remote sensing images andrdtkation budget of urban
canopies. Recently, using SOLENE softwafénon et al(2011hH assessed the case of a small
district of the city center for four independent sets of nueasients for two complete diurnal

cycles, in summer and in winter by comparison with the therathative simulations.

Whereas most earlier works estimate the sensible heat fiinsimplified convection mod-
els, the heat transfer coefficiemt is usually considered as a constant or a simple function of
height. In order to model the microscale heat transfer witlhexaccuracy by determining the
surface-air thermal gradient that controls convective treasfer and also examine the mech-
anisms (e.g. complex topographic influences on air motjons) perform the CAPITOUL
simulation withCode_Saturne to investigate the thermo-dynamical impacts on the logabat

sphere.
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6.3.1 Choice of the computational domain

From the CAPITOUL experiment, we selected the day of Jul{} 2804. Considering Alsace-
Lorraine and Pomme roads as the center of interest in the wiatipnal domain (Fig.6.1),
the dimension of the three-dimensional simulation domsi&91x 963 x 200 m. Using this
dimension is taking into account the recommendations of C@® (Franke et al.2007) and
AlJ (Tominaga et a).2008 reports when we introduce the CFD Best practice guidelines
Chapter 2.

6.3.2 Mesh strategy

As we mentioned in Chapter 2, mesh generation may be the mpstriant part of CFD sim-
ulation. However with the CAPTOUL complex geometry, it isnalst impossible to directly
generate a hexahedral mesh. In spite of a larger storageesopnt and being less robust than
hexahedral mesh, using a tetrahedral mesh in this case iseafeasible option. The informa-
tion about the 3D structure of the urban canopy was provigeitiéd administrative authorities
of Toulouse who made the 3D database of the city availabltheoCAPITOUL project.

First, we import the urban database (AutoCAD format) of tbal®duse town hall into the
commercial mesher ICEM CFD. The urban elements in the da¢adwe not individual houses
or buildings but a group of the walls and roofs including g&anumber of internal fine walls
which are unnecessary to be meshed. Moreover, the urbarelemmave a variety of heights
but no soil element. So before the meshing step, it is negessdo a preparatory work on the
geometry. After a series of geometric optimization (remibeeinternal surface, simplify a part
of details, create the ground then project the buildings @nt.), we build a proper geometry
topology as shown in Figuré.4. In real urban environment, all obstacles cannot be redolve
with sufficient detail, but their impact need to be parameéel. We describe the strategy for
this study as follows. From the boundary of the domain to #&er, we progressively retain
more geometric details. That is, the buildings at these d@daorraine and Pomme streets in
the center study area are modeled with fine details. Thesutteunding buildings next to the
center study area are simplified as urban blocks. Finakybthldings in the region outside are
treated with a high roughness value at this stage (eveptwih drag-porosity in future work).
The volumetric mesh used here is an unstructured grid oftah&umillion tetrahedral cells.

The grid resolution varies from.8 m near the center to 2eh far from the center zone (Fig.
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6.59.

Figure 6.4: Central site area geometry processed by ICEM @iEDthe meteorological mast

position (yellow star). The north is indicated.

6.3.3 Initial and boundary conditions

The wind inlet boundary conditions are determined from measents, using a meteorological
mast (Fig.6.4) which gives the wind velocity every 2 hours (Fi§.6a), wind direction (Fig.
6.6b), and potential temperature profiles (F&gec). In the previous work (see Chapter 3, 4, 5),
the surface temperature was obtained by either with a fims®re approach or a wall thermal
model. In order to take advantage of the each scheme (festere method is well adapted
for the soil model, wall thermal model is more appropriatetfee building surfaces), in this
work, we use the hybrid model, the ground temperature withefsestore method and the

building surfaces (wall/roof) temperature with wall thednmodel. The variation of the deep



122 Chapter 6. Validation with CAPITOUL field experiment

B T T A A AP AT T
2 A T T S L ot S
Nt e Wi VAT i e
S e S
oS A g e
PR
R
PELRIRER
i
s s

7
(v"

¥ avs
=] aF
S
Sees
FE

.\
Rk
ERRS
A,

SAr]

S

Gl
AT

S0
ol

-5

]

w oz

LRLY
SR
Pk

e
S
% 5»’:‘" o
s

SE
vy,

v
s

OO
S

ok

0
s
P

2
Sl

s
iy
i

bH
st

DRk

s
RN

b
SEs

nt
"
)

At

TA¥ay

123

A
]

et

NN
0
AT

s

e
2y

Figure 6.5: Tetrahedral mesh on the central area: a) whete b) zoom in the selected area a)

(yellow contour); ¢) zoom in a Monoprix building wall. The mio is indicated.
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soil temperature is neglected. Since most buildings in grger of Toulouse are from 19th
century, walls are built with bricks and most are not insdids well as the roof&{geon et al.
2008. Thus, at this stage, the internal building temperaturealsulated with a temperature

evolution equation as EQ.34

Table 6.1: Parameters applied in the CAPITOUL simulatisgajbols with same signification
as MUST simulation, see Chapter 3, Table 1.

Parameter Unit Value
Dynamic

Time-step S 10
Zet m 475
Uref mst 321
[0) ° 340
Roof 7y cm 10
Wall zy cm 10
Streetzgp cm 2
Radiative

Time-step min 15
Roof zy, cm 10
Wall z, cm 10
Streetzg, cm 2
as 0.08
&R 0.9
aw 0.92
&s 0.95
AR WKIm?! 083
Aw WKIm?! 115
er m 0.09
ew m 0.3
Us Jm2s95¢-1 1330

Initial temperature values

Tair °C 1886
Alsace East (outside/inside)  °C 2236/22.94
Alsace Road (outside/inside) °C 2318/25
Alsace West (outside/inside) °C 2132/22.23
Pomme SSWest(outside/inside)°C 24.70/25.55
Pomme Route (outside/inside) °C 2333/25
Pomme NNEast (outside/insideyC 2906/29.78

LaPoste Roof (outside/inside) °C 1113/10.36
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Figure 6.6: Meteorological data at 4/m above the road from the CAPITOUL experiment
for 15 July 2004: a) Wind speedn(s 1), b) Meteorological wind direction°], and c) Air

temperature®C).



6.4. Results and discussion 125

Table 6.2: Albedo classfication of the buildings surfaces

Paint color albedo

White 06
Whitewash b
Rose 03
Gray Q15

From some Toulouse pictures, we estimate the roughness galending on its location
(e.g. 01 mfor roofs and walls in the center,@ m for street in the center and5Lm for the
outside region) and set value for both dynamic roughnesgheand thermal roughness length.
Based orPigeon et al(2008, we set the thermal properties such as surface condycan
thickness. We summarize the model parameters in Tall&ince the values froriigeon et al.
(2008 are averages over the 500-m radius around the surfaceydvedagce station, watching
some Toulouse pictures from Google Maps, we furthermorgsdiafour wall painting color
(rose, gray, whitewash and white) for the buildings in theteearea (Fig6.4) to estimate the
albedo. Their values are given in Taltl

Modeling the urban energy balance in CAPITOUL consists resd steps. First we test
only the radiative scheme without introducing the conwecéxchange. Second we specify a
constant heat transfer coefficient to take into account bajlwind field effects. Finally, we
model detailed variable wind fields and the effects of theradiative-convective coupling on
the thermal transfer. For the full coupling study, sincee¢hie no wind field data available in
the street, we retains a degree of simplicity by modelingthander canopy height with 1D

hs model (see Chapter 3, Section 5b).

6.4 Results and discussion

6.4.1 Comparison of IRT pictures

A Thermal InfraRed (IRT) picture from for the aircraft flighB2 of July 15, 2004 at 1412

UT is shown in Figures.7a. In Figure6.70 and6.7c, we depict respectively the modeled



126 Chapter 6. Validation with CAPITOUL field experiment

brightness temperature and surface temperature with degirge-convective full coupling. We
note that it is difficult to compare value by value becausdefsimplification of the geometry.
However, since we distinguish different albedo from paigtcolors, the model reproduced
well the heterogeneity of the distribution of the brighthémmperature, especially at roof level
(Fig. 6.70). We can also note that if we were to keep more details esiyesbme slopes on
central roof in our 3D model to create a more detailed distidm of the shadows on the roof,
the simulated brightness roof temperature would be claséne observations. The value of
the modeled surface temperatures (Fégic) is obviously larger than the modeled brightness
one (e.g. about 3C difference on the roof), because from equa2oB5 we can see that the
brightness temperature is approximately proportionahéoaroduct of the surface temperature
and emissivity Tor ~ Tstc£2/4, the emissivity is smaller than 1).

Figure6.8from (a) to (d) shows the measured and modeled brightnegsetatures for the
aircraft flight 431 at 1138 UT, compared with three modelipgr@aches: radiative model only
(Fig. 6.80), radiative and a constant heat transfer coefficient @#&), and radiative-dynamic
full coupling (Fig.6.8d) using the hybrid thermal scheme for the streets and wHfls.constant
heat transfer coefficient (Fig6.8c) is set similar taHénon(2008 andHénon et al(2011h.
The result of the first simulation (Fig.8b, radiative scheme alone) shows that the brightness
temperatures are obviously higher than measurements. ¥sibdity reason, an additional
black contour is drawn to show the building structures. Egdg on the roof, the difference is
more than 25C. The modeledy, is out of color range.

Either taking a constant heat transfer coefficient, i.eumssg a constant wind field in the
domain or taking a variable heat transfer coefficient witlh doupling i.e. more realistically
modeling the wind field, as expected, the results (Fég8c and6.8d) show a much better
agreement with observation (Fi§.8a) in comparison to radiative model only case (Fdb).
From this IRT picture with this view (Fig.6.8a), in spite of the fact that we did not keep
all the elementary details on the roofs with different otéions and slopes, the simulated
temperatures represent well the spatial variability oftémeperatures.

For the variabléns case, the model-observation difference rarely exceed€ 1bBig. 6.8d).
We notice also in the measurement (Fég8a) that for the same roof and same orientation, the
temperature may differ by more thart6, for instance at the bottom right of the image. This
may be due to heterogeneities in materials and geometryhwdain not be all accounted for

by modeling each individual area (or even every detail). ftolding walls, either shaded or
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Figure 6.7: Comparison between the Thermal infrared (TiRpane images, simulated bright-
ness temperatures and surface temperatures of July 15, 200412 UT during flight 432
(Lagouarde et al.2010: a) TIR picture (189% 118 pixels), source froniHénon(2008; b)
modeled brightness temperature with full radiative-dyitacoupling; ¢) same as b) but for

modeled surface temperature.
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Figure 6.8: Comparison between the simulated brightnespeeatures and Thermal infrared
(TIR) airborne images of July 15, 2004, at 1138 UT during ti¢B1 (Lagouarde et al2010:

a) TIR picture (18% 118 pixels), source frorhiénon(2009; b) Modeled brightness tempera-
ture without taking into account the convection; ¢) Same)dsibwith a constant heat transfer

coefficient; d) Same as b) but with full radiative-dynamicipting.
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sunlit, the difference between measurement @8p) and simulation (Fig6.8d) is generally
less than 5C. In the measurement, some horizontal faces (e.g. bugdan¢eft in center) are
relatively warmer than others. This may be due to some exitstructures (e.g. balcony) that
are not modeled but were exposed to the sun and therefoieadecrore solar heatind4énon
2008. Regarding the streets, a minimum of 3 cells were set fonildéh; the model is able to
simulate the sharpness of the shadow (Bi§c and6.8d). The portion of the street brightness
temperatures near the buildings is well reproduced. Theagee difference is less tharf@

(Fig. 6.8d). The simulated sunny portion is underestimated by ab6@ @ ig. 6.8d).

The difference between constdnt(Fig. 6.8c) case and variables case (Fig6.8d) is also
evident. These two differert; are shown in Figur®.9. With the chosen value (Figs.%),
the constanh; case shows an overcooling aboutC5at roof level, 4 to 5C at walls, 4°C in
shaded streets and’T in sunlit streets (Fig6.8c). The difference is due to the overestimation
of constant chosen valub{ = 12) at this moment. Actually, the contribution of the vateab
ht (Fig. 6.9) may be more important on the surface and air temperatues wiodeling the
temporal evolution. For this reason, we perform the sinntatvith full coupling for a diurnal

evolution in the next section.

i he (W m2 K1)
6.00 8.00 10.00 12.00 14.00

Figure 6.9: Comparison between two convective models wigialization of heat transfer
coefficienths (W nT2 K—1) during same flight as Fig5.8 a) constanh; = 12 corresponding

to Fig. 6.8c; b) variablehs corresponding to Figs.8d. The north is indicated.
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6.4.2 Comparison of the local diurnal evolution of brightness surface

temperature Ty,

Figure6.10a to ¢ present the model-observation comparison for théatmmggs surface temper-
atures of the diurnal cycle of July 15, 2004. The simulat®peérformed with full radiative-
dynamic coupling. Hereafter, unless specified otherwikehea results refer to full coupling
simulations. The infrared radiometers provided the messbrightness temperatures. Their
fixed positions around the central building of the studyraisare shown in Figuré.11 Over-
all, the diurnal evolutions of the brightness surface terajpges at the local positions in the

scene are correctly simulated.

For the faces of the Alsace street (black and red lines in &), an overcooling about
5 °C appears during the evening (1800 to 2400 UT). Since a singitaark has been found in
MUST case (see Chapter 3), it seems that the wall thermal Ineatiits an underestimation
on the surface temperature after sunset. However, for thacglwest face, the model predicts
a higher brightness temperature (red line in Fig§l10a) from 0600 to 1200 UT. By using
SOLENE modelHénon et al(2011h also report a similar difference in surface temperature.
They explain that this may be due to a sensor underestimaiitve ground temperature is
computed by the force-restore method which is well adaptedhe soil model. The bias
on the Alsace road (green line in Fig.10a) can be explained by the approximation of the
modeled shadow. Indeed, values taken from the selectechigiit be quite different from its

neighborhood values.

The brightness temperature of the Pomme route is best peddfmagenta line in Fig.
6.1(). The primary model-observation disagreement occursannie northeast face (cyan
line in Fig. 6.1M) during the afternoon. The bias reachedC3 We can call upon the same
explanation as for the Alsace road. Moreover, from someqsh(fig. 6.12), we find that
there are numerous windows with white blind on this side efwlall. The infrared radiometer
might detect a position where white blinds were closed floeeemore solar radiation flux
was reflected. Or windows were opened, the ventilation ircdrepy led to a lower internal
building temperature which decreased the external teryperaFinding a solution is a hard
task. Firstly, there is an uncertainty in the observati@tdadly, it needs to model this wall in

more details, maybe including the in front walls and windows

The modeled roof brightness temperature displays a goakawnt with observation be-
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Figure 6.10: Evolution of brightness surface temperatd@igifterent positions of the infrared

thermometers during a diurnal cycle (cross symbol: Measargs; full line: Simulation).
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Figure 6.11: From a) to c), different positions of the infdrthermometers. The north is
indicated. Source Pigeon (2004).
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fore sunrise and from late afternoon to midnight (F&10c). However, the model exhibits
significant advance in warming when the roof start beingisulsttually, the sensor detecting
roof brightness temperature was fixed at a northern builslirgpf from the mast (Fig6.11c
and Fig.6.13. This building is treated as a simple block in the 3D modéd.(6.4). However,
from Figure6.11c and6.13 we can observe the complex structure of the roof. In pddicu
there are some small obstacles which are higher than theuneelr®of to the east but are not
represented in the simulated scene. During the sunrisepttignight be shaded due to these

non modeled detail structures. From the late afternoorsuheshifts to another side. Since no

Figure 6.12: Photo of the Pomme northeast face, view fromeaffiIRT sensor. Source Pigeon
(2004).

Figure 6.13: Aerial view of IRT position on the LaPoste roadrh Bing Maps. The north is

indicated.
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more small obstacles are higher than the measured roofidbelisappears.

6.4.3 Model-Observation comparison of heat fluxes

| recall here one advantage of our model is that the detetromaf the heat fluxes is not only

at solid faces but also in the whole fluid domain. In order tmpare the fluxes data, we set
two monitoring points in the computational domain. One ithatsame location as the actual
sensors on the top of the mast 8%) (Fig. 6.4). Another is set on the roof surface where the

mast is placed (2f).

6.4.3.a Sensible heat fluQy

The sensible heat flux at the surface can be recorded easlilg simulation (cf. Eql.7) and
be compared to the value measured on the mast computed uklggcevariance technique.
Here, we assume that the vertical sensible flux is consers®dden the surface and its value

at sensor level. The horizontal advection of heat is theeedssumed negligible.
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Figure 6.14: Diurnal variation of sensible heat flux caltedhat roof surface (full line) and

measured on the mast (cross symbol).

Figure6.14depicts the comparison between the time evolution of catedl sensible flux
at roof surface and the mast observation. Reasonable agnégenerally exists between cal-

culated and measured values. Difference between obsendechéculated values are less than
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40W 2, except for the night (45 70W nm2). From midnight to 0700 UT, the wind is calm
but does not have a zero speed (Fda) and the air temperature varies from 15 t6Q 9Fig.
6.6c). The observed sensible flux is very small (cross symbolgn &.14), this maybe due to
the fact that the air layer just above the roof has a temperaery close the roof temperature.
However, the initialized roof temperature at this positi®set to the same value as the mea-
sured roof temperature (1I13°C in Table6.1). With a non zero heat transfer coefficient and
a higher air temperature, consequently, negative sensdaeflux is obtained at roof surface

(full line in Fig. 6.14). For the rest of the day the comparison is rather good.

6.4.3.b Outgoing long-wave radiative flux_"

Figure 6.15 shows the model-observation comparison of long-wave tiadidlux. The dif-
ference between the modeled outgoing long-wave radiationafi roof surface (full line) and
on the mast (dashed line) is generally less thaM2®1 2. However, both of them give an
underestimation of about 20 m 2 during the night and a maximum overestimation of about
100W n1 2 in daytime. In fact, these differences are related to ther@fron the roof temper-
ature, i.e. underestimation in the night and overestimatiaghe day. We recall here, from Eqg.
1.6the outgoing infrared radiation flux highly depends on théame temperature because of

the term ofe o TS, ..

— Sinmu. at roof surface
700 — = Sinmu. on nast
X obs. on nast
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Figure 6.15: Diurnal variation of outgoing infrared flux calated at roof surface (full line), at

the mast level (dashed line) and measured on the mast (gnod®h.
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Figure 6.16: Visualization of the outgoing infrared flux dretcenter-plane and surfaces at

1030 UT. The north, wind and sun direction are indicated.

To complete the discussion, we have the advantage with tdeltmbe able to visualize the
radiative flux in the computational domain. Fl16illustrates the distribution of the outgoing
infrared flux at 1030 UT on the vertical center-plane and @lthilding surfaces. Significant
variability can be observed on the center-plane. Relatikigh values are found at horizontal
solid-air interface due to the fact that horizontal surfaaee warmer than the vertical surfaces

in the daytime.

6.4.3.c Outgoing global radiative fluxS'

Figure6.17compares the modeled upward global solar flux with the measomme. The non-
zero measured nighttime solar flux may be due to the sensosear the artificial lights from
shop-windows, cars and street-lamp#efion et al. 20118H. The upward solar flux can be
estimated by Eql.5. For this gray roof (Fig.6.11b), we set an albedo of. 15 (Table6.2).
The same value is also proposedRigeon et al(2008 and is used irHénon et al(20118.
Compared to the observation, in spite of about¥20v 2 higher values at noon estimated by
the model (full line), the agreement between measuremehtrendeled the outgoing solar flux
on mast (dashed line) is very satisfactory.

In the same manner as for the long-wave radiative flux, infeiguL8we display the dis-

tribution of the outgoing global solar flux at 1030 UT on thates-plane and on the surfaces.
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Through the visualization the propagation of the radiafive in the fluid domain, we can bet-
ter understand the distribution of the shadow projectedbydifferent structures. We can also

readily identify surfaces with higher albedo since theye@fmore solar radiation flux.
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Figure 6.17: Same as Fi§.15but for outgoing solar flux.
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Figure 6.18: Same as Fi§.16but for outgoing solar flux.
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6.4.4 Model-Observation comparison of friction velocityu*

Friction velocityu* (m s 1) is also measured on the mast during the CAPITOUL experiment

Theu* at the roof surface is defined by the relation:
u* = (|tw/p)) ", (6.1)

wherety, is the Reynolds stress at walll (m2), p (kg m3) the fluid density at the wall.

In order to compare with the observation on the mast, we us&kitiematic momentum

fluxes in thex andy directions ('w, vw), therefore the friction velocity can be evaluated as:

U = (UwW w4, (6.2)
whereu'w’ andv'w' are given by:
— ou —— ov
/ prm— _— pr— —_—
uw = vy FIt VW = v 57 (6.3)

andv (m? s~ 1) is the turbulent viscosity given by the- ¢ closure.
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Figure 6.19: Same as Fi§.15but for friction velocity.

From Figure5.19it can be seen that the simulated friction velocities arsarable in terms
of magnitude. Modeled friction velocity at roof surfacel(fune) shows a good agreement with
observation when the* less than @ m s™1. Simulatedu* on mast (dashed line) can produce

higher value (¢ m s1). It seems that the model overestimates the nighttime (182400
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UT) u* on mast. However, estimateswffrom the turbulence measurements by the sonic are
known to be rather uncertain, especially whens small. The difference between the modeled
u* at roof surface (full line) and at the mast level (dashed)lisglue to different methods of

the estimation, and the numerical errors in the computedignés.

6.4.5 Statistical comparison with hand-held IRT data

Regarding hand-held IRT measurement, several groups afdefor different surface types in
the study center are available in the database (e.g. 68). In order to statistically analyze
simulation results with these data, we select the sampl&esnad in the Alsace street (Fig.
6.20n) at 0945 UT, 1245 UT and 1545 UT for the day of 15th July 200d eaiculate the
averaged values, standard deviation and median valudssfprédicted brightness temperature
in a similar zone from the computational domain as shown gufg6.2(. The results are
tabulated in Table6.3, 6.4and6.5.

Note that the number of observations that are available nolwct the statistical analysis
is often very small. Only records for building walls and stréexcluding the roof elements)
are available for this database. The data of the streetsisrdditwo parts, road and sidewalk.
However, we have only a flat ground in our 3D model. For thaseeafrom our simulation
result, we consider that the cells next to the buildings fe@bng to the sidewalk part and the
central part of the street is the road. Moreover, valuesgrdtitabase were separated into sunlit
and shaded part. In order to give a criteria to separatedacehe simulation, we look at the
direct solar flux value received by the surfaces. That isafgiven facet, if the direct flux is less
than 50W n1 2 (we discuss the sensitivity to that value later in the tex8 consider that it is
in the shadow. Otherwise, it is sunny. In addition, if a vakueot available in the measurement
or does not meet the criteria in the simulation, we set ‘NiXhe tables.

From Table6.3, we observe that all the westward walls are shaded at 0949 lueTmodel
gives higher average and median values (about 4°@)7 The results from the facets exposed
under the sun conform better with expectation, especialytfe sidewalk and eastward walls.
The difference between prediction and observation is abtw# °C for the mean temperature.
The pavement prediction shows a better agreement with ditgan for mean and median

temperature but with a relatively important standard dema(6.2 in Tab.6.3).

The overall result conveyed by Talbied is disappointing. Most of westward walls from
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7 k Surface walls in
b il \ 4 | @\ / the street used
) = i for the statistical
] 7 / analysis

Figure 6.20: Selected zone for statistical study: a) Alsoeet view, from Google maps; b)

selected urban blocks in 3D model (in color).
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0945 UT Sunlit Shaded

Simulated| Measured Simulated| Measured

Average N/A N/A 27.3 20.8

St. Dev. N/A N/A 1.3 0.7

W Median N/A N/A 27.5 20.8

Max N/A N/A 29.6 21.7

Min N/A N/A 23.7 19.9

Average 33.5 27.2 27.0 20.6

Road | St. Dev. 5.7 N/A 0.8 0.2

Median 32.2 N/A 27.1 20.7

Average 32.6 30.0 26.9 20.1

Pd St. Dev. 6.2 3.4 0.8 0.7

Median 30.0 30.0 27.0 20.1

Average 37.5 33.2 25.1 20.4

St. Dev. 3.5 4.8 1.7 1.1

E Median 36.9 33.8 24.4 20.0

Max 47.3 38.6 27.9 22.2

Min 28.4 26.3 22.5 19.2

Table 6.3: Statistical comparison of modeled brightnesgpgrature {C) and hand-held IRT
data (C) at 0945 UT with:Sunlit, Shadedvalues from sunny and shaded conditions, respec-
tively; Simulated Measuredmodeled and observed values, respectivBlyDev stand devi-
ation; N/A no available valueWw, E wall facing west and east respectiveRpadmiddle of

street;Pd sidewalk.
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1245 UT Sunlit Shaded

Simulated| Measured Simulated| Measured

Average 34.2 N/A 28.7 24.4

St. Dev. 2.4 N/A 0.0 0.7

W Median 34.3 N/A 28.7 24.3

Max 54.1 N/A 28.7 25.8

Min 28.1 N/A 28.7 23.7

Average 52.9 37.2 51.8 23.0

Road | St. Dev. 1.7 7.9 2.7 0.3

Median 52.6 34.2 52.0 23.0

Average 50.9 40.0 49.2 22.6

Pd St. Dev. 5.1 0.6 14 0.2

Median 50.9 40.0 50.3 22.7

Average 43.7 34.4 32.2 26.4

St. Dev. 5.0 1.6 3.1 2.3

E Median 45.8 35.0 32.1 26.4

Max 49.9 36.4 40.3 28.1

Min 35.7 30.9 27.7 24.8

Table 6.4: Same as Tab.3but for 1245 UT.
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1545 UT Sunlit Shaded

Simulated| Measured Simulated| Measured

Average 40.8 32.8 29.9 N/A

St. Dev. 6.2 2.5 0.8 N/A

W Median 40.8 32.5 29.9 N/A

Max 55.1 37.3 33.5 N/A

Min 29.2 28.8 28.1 N/A

Average N/A 45.8 35.9 36.2

Road | St. Dev. N/A 4.8 1.7 1.6

Median N/A 48.0 35.6 36.2

Average 50.5 46.4 35.9 22.6

Pd St. Dev. 3.5 0.7 3.3 5.9

Median 50.4 46.4 34.4 33.5

Average 41.8 N/A 31.3 30.2

St. Dev. 3.8 N/A 2.1 0.9

E Median 40.0 N/A 30.8 30.2

Max 47.4 N/A 37.7 31.5

Min 37.5 N/A 28.1 28.9

Table 6.5: Same as Tab.3but for 1545 UT.
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the model are judged to be sunlit. Significantly higher valaee found for road and pavement
(more than 10°C) than measurements. It seems that the model fails to prémdidow tem-
perature of either the shaded road or sidewalk. We notideeitieer for road or sidewalk, the
predicted average and median temperature in shadow is ke © the sunlit one. However,
as mentioned above, the threshold set is only\561 2 from predicted direct solar flux value.
It means that the high temperatures from shaded road andalldare not due to heating by
the direct solar radiation but probably due to receivedud#f solar or infrared radiation and
also the multi-reflected radiation by surrounding buildin§ince we can see many shop win-
dows in this commercial street in FiguBe20a, the model may overestimate the multi-reflection
without modeling the glass (Fig.2M). Moreover, the presence of smaller obstacles (e.g. ve-
hicles, traffic signs, fences, etc.) increase the percevgrad shaded surface. A large standard
deviation in the observation for the sunlit road97rom Tab. 6.4) shows that the street may
have heterogeneities on the surface (e.g. albedo) andiadat@.g. asphalt, concrete, stone).
The model gives such result without including these details

The corresponding results for 1545 UT (T&b5) are better than for 1245 UT. The shaded
elements have the best performance. Bias of the predicerd@e and median temperatures
are only about £C. The modeled sunlit elements have less accuracy. Thesiveetions of
average and median temperature on the westward walls (85Q)tare due to some extremely
high predicted values. No available values appear for tadipted sunlit road part but not for
the pavement. We can explain that the chosen resolutioneofddd may be insufficient. It
leads to the fact that the cells over the threshold appeaaasent.

For this statistical assessment, we have also testetV1602 as threshold criteria, but the
model result seems not very sensible to this criteria. Fiaimce, averaged temperatures of the
sunlit and shaded westward wall at 1545 UT are74dnd 30.2 °C respectively against 48
and 328 °C as found in Tabl&.5.

6.5 Conclusions and perspectives

We have investigated the energy exchanges in a real city tveéhatmosphere during the
CAPITOUL campaign, using new atmospheric radiative andtiaschemes implemented in
Code_Saturne. A pre-processing is realized including the optimizatiéith@ complex geome-

try and creation of a high quality tetrahedral mesh for thislg. It also requires determining the
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complex thermal parameters which take into account theabeariability of materials in the
district. Based on the literature data, we have separatetutding surface into 4 categories
of albedo depending on painting colors.

First, simulations are evaluated with the comparison witlerinal InfraRed airborne im-
ages from two flights in the day of 15th July 2004 during the CABUL project. The result
shows the importance of taking into account heterogeseitimaterials and geometry to repre-
sent the spatial variability of the temperatures in compidan areas. Then, we have evaluated
the coupled dynamic-radiative model with CAPITOUL expezmhincluding the comparison
with the measured brightness temperature, sensible fldigtinge fluxes diurnal variation, and
statistical values with hand-held IRT data. Overall theeagnent between measurements and
model simulations are fair but can be improved in the futuith wore information. For the
sensible flux, the model-observation nighttime bias is pbtplinked to the uncertainty of the
estimation on the roof nighttime temperature. Similar argtion can be used for the com-
parison of the outgoing infrared flux, because results amsitee to the surface temperature.
In fact, due to the complex geometries, a comparison of thigubRin a simple case might be
appropriate for understanding the difference and evalgdtie model.

Better agreement is obtained for the comparison of the augggmlar flux at the mast level.
However, the difference between the modeled outgoing fabaat roof surface and at the mast
is still unclear. For the modeled friction velocities, th#idulty mainly appears to capture the
extreme values (highest or lowest). Small structures mag maportant influence on the com-
putation of local brightness surface temperature, semflilnk, outgoing short- and long-wave
radiation. The simulation results shows the importancead@fing in details while doing local
model-observation comparison. The statistical analygisle comprehensive, is not exhaus-
tive. Despite the fact that difference between measurednamdeled averaged, median and
standard deviation of brightness surface temperature raagigmificant, such comparison is
very useful for a better understanding of the radiativesfanprocesses in the canopy.

The model results are encouraging and give insight intd kagdace-atmosphere processes,
but further and more rigorous testing has to be performgxbaally regarding vertical sensible

flux and upward infrared flux.
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7.1 Summary and Conclusions

A three-dimensional numerical atmospheric radiativedf@anscheme coupled with a CFD code
to simulate the urban Surface Energy Balance (SEB) has ex@hoged. Validations of the full
radiative-convective coupling are performed through a gamnson with observation datasets
from MUST (idealized built-up area, Chapter 3) and CAPITOUeal urban environment,
Chapter 6) field experiments.

The improvement of the heat transfer model for buildingstiedstudy of the full radiative-
convective coupling, are addressed in Chapters 3 and 6. Doelnsuccessfully simulates a
key parameter in the SEB, the surface temperature, fordiffesides of a container within the
MUST canopy in a diurnal cycle (see Chapter 3) and also a 2¢stemolution of the brightness
surface temperature for different positions in the distnithin the CAPITOUL study center
area (see Chapter 6). The model incorporates two approachesdel heat transfer with
buildings: the force-restore scheme and the wall thermalehoTests of the performance of
these two approaches show that to explicitly treat the readuction, even with only one-layer,
the wall thermal model is more adapted for the building weden the force-restore approach
which was originally developped for the soil model (see GbaP). By taking advantage of the
force-restore approach and the wall thermal model to segdgmaodel the ground and building
walls temperatures, a hybrid surface temperature scheavessingood ability when applied to

the CAPITOUL case (see Chapter 6). In case of buildings witigood insulation, the internal
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building temperature has a large influence on the surfacpesature in the diurnal cycle (see
Chapter 3). As a solution, an evolution equation obtainedhfthe literature is adopted to

more realistically model the internal building temperatun any case the improvement of the
surface model has been identified as an area for future work.

Results from Chapter 3 and 6 also illustrate quantitatiely the sensible heat flux plays
an important role in SEB. For instance, in MUST case (see @&h&), a difference of about
10 to 30°C on the surface temperature is obtained in moderate windtgh when including
or not the convection. Moreover, in Chapter 3, we have dssdisnd compared different ap-
proaches to estimate the sensible flux: constant heat éraoséfficient, using a 1D equation
based on a vertical wind profile within the canopy and our 3RJeting approach. This com-
parison shows a difference about@ on the wall. Thus we conclude that a good description
of the heat transfer coefficient and its spatial variabiktgssential to determine the sensible
heat flux in the canopy.

Based on MUST full radiative-convective validation, thenaspheric radiation model in
Code_Saturne is well-tested in Chapter 4 to achieve the objective of camspa with the ge-
ometric view factor approach, used by the SOLENE model. Thstrsignificant differences
between the two models are for the diffuse solar flux, dudyptran assumption of the homo-
geneous incoming diffuse solar flux from simple clear sky eiaa Code_Saturne. Neverthe-
less, results show that the two models agree well with eduoér dor the time evolution of the
direct solar flux, incident infrared flux and surface temp#e because the diffuse solar fluxes
are relatively small in clear sky condition.

Chapter 5 serves primarily as a demonstration of the alofityur radiative model to in-
vestigate the thermal effect of buildings on the local atphesic flow under low wind speed
condition. In this short-term study, the results show th&irtg into account the thermal strat-
ification has a significant influence on the wind field. Theeti#hce between the case for
which we impose the temperatures and the case with tempesatalculated with 3D radia-
tive transfer case can also be important. Moreover, undiatrge condition, the temperature
and vertical motion show a great sensitivity to change inphysical parameters of the wall
surfaces. We illustrate that increasing the albedo frobt® 0.6 (e.g. painting a dark surface
to white) reduces the net radiation flux term in SEB, as a tethe temperature close to the
windward wall or roof may decrease by €.

The results from the CAPITOUL case described in Chapter @ laadressed the last ob-
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jective: the validation of our approach on a real city ditriThe generation of the CAPITOUL
complex mesh requires a important preliminary work to optérthe geometry, and in addi-
tion, we have separated 4 classes of albedo value depenaivglbpainting colors. Through
the comparison with the Thermal InfraRed airborne imaga® fiwo flights in the day of 15th
July 2004, we demonstrate the importance of taking into @etcbeterogeneities in materials
and geometry to reproduce the spatial variability of thegeratures in complex urban areas.
Moreover, the full coupling is tested against in situ oba@on during the same day. The results
show that the coupling perform well overall in terms of theghtness temperature (with hybrid
temperature scheme). The model predicts a good daytimédgefisx, but shows a night-
time underestimation. Similar comments can be made for theéetrobservation comparison
of the outgoing infrared flux. Regarding the outgoing solax,fthe result shows an excellent
model-observation agreement at the mast position. In giesstal study, some significant
differences between the predicted and observed mean, metigandard deviation brightness
temperature are identified. Despite of some significanedifices between the predicted and
observed statistics of brightness temperatures, the sisgdsovides an interesting and different

approach to evaluate the model performance.

7.2 Perspectives

There are still a number of directions avenues which ren@betinvestigated or which have
opened during this work.

The application of our radiative-dynamical coupled moaelthe CAPITOUL case could
be extended through more model-observation comparisopsyticular for a winter day. If the
anthropogenic heat flux is not significant in a summer day,ay mot be neglected in winter.
Thus the model should properly include variation of diuraathropogenic flux, eventually by
using a formula proposed Bigeon et al(2008. Moreover, the comparison of model results
with measurements carried out in winter day would address different way the issue of
the condition of internal building temperature. Furthepmvements should be considered,
such as the buildings in the region outside which are treatguesent with a high roughness
value, but should be treated with a drag-porosity approduletwwill permit a more realistic
modeling of the wind profile in the canopy. Other additiomaprovements for the results might

be considered such as to increase the complexity of thesepiaive geometry of the studied
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site, for instance, pitched roof; to increase the resatutibthe current mesh and add one or
several prism layers for the boundary layers.

The one-layer wall thermal model we used shows some liroitati In MUST case, it can
reproduce the diurnal cycle of the different surface terapge only with a very low thermal
conductivity. Either in MUST or in CAPITOUL, a nighttime oreooling appears by using
this scheme. At day scale, at least two layers for a wall sehara requested to obtain the
surface temperature rapid changes and diurnal cyclehgat.storage)fupont and Mestayer
2009. We expect that the implementation of a multilayer wallrthal model may lead to
improvements and can improve the temperature underegtimdiring the night.

The comparison ofode_Saturne and SOLENE radiation models and the numerical study
of a low wind speed case in Chapter 4 and 5 respectively may@emented with more real
measurement data set. Furthermore, in comparing the tviati@dmodels, taking diffuse so-
lar flux values from SOLENE as boundary conditions shows gwavement irCode_Saturne.
Full implementation of a similar sky model as in SOLENE wittnruniform diffuse solar ra-
diation distribution may be necessary (ade_Saturne when applications are under cloudy
weather condition. The comparison also can be extendech&r &eld experiments, such as
with results presented byénon et al(20110 from CAPITOUL datasets, or to compare with
other radiation models, e.g. SYRTHES (SYstem de RésoluitdBrmique Solide) Péniguel
and Rupp 2008. SYRTHES is a thermal code for a larger number industrigliaptions
and has become open-source also. The thermal solver carebalae if only by conduc-
tion/radiation problems or coupled wittvde_Saturne or other fluid mechanics codes.

In the model presented in this work, the atmosphere at theosgale is considered to be
transparent and non-diffusive. One of the perspective isfwlork is to use the 3D radiative
scheme for nontransparent media, for applications likessssent of pollutant dispersion or
fog formation and dissipation etc. Absorption and diffuskave significant importance. Ab-
sorption can already be taken into account by our scheme,requires adding the diffusion
term in the resolution of the radiative transfer equation.

Regarding the dynamical aspect, in the present work, tibeikemce is parameterized by the
Reynolds-averaged Navier-Stokes (RANS) (more specwictile standard — € closure) ap-
proaches due to the limitations on computational cost.vtdB known that conventiond — €
models, with the turbulent viscosity formulation, tend teecestimate the level of turbulent

kinetic energy around the stagnation point. In order toease the accuracy of the predic-
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tion of the airflow around buildings, one direction of futuserk is to use the Large Eddy
Simulation (LES) approach for the convective model. A corigum between LES and RANS
computations for the study of contaminant dispersion inMgST field experiment has been
assessed b8antiago et al(2010. At the microscale level, small irregularities are shown t
affect significantly the mean vertical velocity componethile the mean streamwise velocity
and Reynolds shear stress are shown to be less sensitival@swmetrical perturbations. For
the mean streamwise velocity and Reynolds shear stresprékent LES results are found to
be close to RANS results and both approaches were in satisfaagreement with the obser-
vations. However, LES captured better the irregularitgef observed on the vertical velocity
components. The magnitude of this velocity component ieimegal underestimated by RANS.
At the mesoscale level, the small geometrical perturbagftacts were found insignificant for
both the spatially-averaged streamwise and vertical Wgleomponents and as well for the
spatially-averaged Reynolds shear stress. Regardinggperdive stress, it was shown to be
negligible compared to the spatially-averaged shearsst@kbally, the results obtained with
LES and RANS for the spatially-averaged flow properties i@ued to be similar for each flow
configuration considered and only slight differences wéxgeoved in their cases studied (LES
in regular and irregular arrays, and RANS in regular andyirter arrays). At this scale level,
it was shown that the flow properties averaged over the fullSWlarray flow configuration
are similar to the flow properties averaged over the one egitlar container flow configura-
tion. This result is very relevant from the urban canopy ntiodepoint of view because the
spatially-averaged flow properties computed by CFD modaetssimplified configuration can
be representative of the average properties of a real partcdf without large irregularities,

and can be used for the improvement of the parameterizatmimmspheric mesoscale models.

In CAPITOUL case, the simulated sensible heat flux at the sadface does not compare
well with the measured flux on the mast. This is probably duthéocomparison does not
take into account the micro-meteorology. One solution igs® a 3D back-trajectory model to
identify all the surfaces (not only the roof) which influeddzy the convective flux at the top of
the mast. However, due to the inhomogeneities at micrasbalkk-trajectory analysis is very
difficult in complex geometry with unstationary 3D field. Saother solution is to calculate
the convective flux from the simulation of the turbulent fustions by using LES model. If the
computational cost remains too high for the whole day sitiaat least, LES can be applied

for the shorten study such as the low wind speed case dedaenl@hapter 5.
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Finally, tests of the full model are limited to two days at tegparate sites, and should
be performed for a greater range of urban sites, weatheitcmmgland seasons to more suc-
cessfully separate model weaknesses from incorrect paeasyecification and/or processes
influencing the observations. For instance, the Joint ATRERICADA Experiment (JAPEX)
in situ experimental campaign of which the buildings wemsaitzed by the containers was es-
tablished. Two principal objectives of the JAPEX experiteare to evaluate buildingstreet-
atmosphere thermal transfers and the energy budget ofed, dy@locument the re-circulation
flow in a street idczak et al. 2007, 2010. Since the measurement includes more data than
in the MUST filed experiemnt such as radiation data, it can $exuo be a complementary
work for the studies with the idealized cases (Chapter 3,45n A more recent field exper-
iment, Towards Optimisation of urban-planning and architeal Parameters for Energy Use
minimisation in Mediterranean cities (TOPEUM) campaigs baen carried out in the city of
Nicosia, in Cyprus in July 201(Neophytou et a).2011). The main objective of TOPEUM is
to investigate the influence of different urbanisation elk#aristics (such as the geometry and
density of buildings within a city and the type of building teaals used) on the intensity of the
urban heating effect in the case of a typical Mediterranéignsuch as a Cypriot urban area.
The field measurements include meteorological measursmsmwell as on-ground and aerial
thermal infrared pictures, covering a range of spatiales;drom local-street canyon to meso-
scale. The measurements record the meteorology, theinggloital microclimate, particularly
in the street and the thermal response of the buildings ifigleearea, especially the building
inside temperature measurement. This can provide a goddcagon for the accuracy of the

evolution equation which we used to estimate the internigdiimg temperature.
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Three-dimensional modeling of radiative and convective eshanges in the

urban atmosphere

Abstract: In many micrometeorological studies, building resolvingdals usually assume
a neutral atmosphere. Nevertheless, urban radiativeféranday an important role because of
their influence on the energy budget. In order to take intoactatmospheric radiation and the
thermal effects of the buildings in simulations of atmosph#ow and pollutant dispersion in
urban areas, we have developed a three-dimensional (3@sptmric radiative scheme, in the
atmospheric module of the Computational Fluid Dynamics eh@dde_Saturne. The radiative
scheme was previously validated with idealized casesgusra first step, a constant 3D wind
field. In this work, the full coupling of the radiative and th&l schemes with the dynamical
model is evaluated. The aim of the first part is to validateftilecoupling with the measure-
ments of the simple geometry from the ‘Mock Urban Settingt T€BIUST) experiment. The
second part discusses two different approaches to modeddietive exchanges in urban area
with a comparison betweetode_Saturne and SOLENE. The third part applies the full cou-
pling scheme to show the contribution of the radiative tr@nsiodel on the airflow pattern in
low wind speed conditions in a 3D urban canopy. In the ladtwarse the radiative-dynamics
coupling to simulate a real urban environment and validagentodeling approach with field
measurements from the ‘Canopy and Aerosol Patrticles Ictieres in TOulouse Urban Layer’
(CAPITOUL).

Keywords: Urban physics, Urban energy balance, Surface temper&Dreadiation mod-
eling, CFD, Coupling






Modélisation tri-dimensionnelle des échanges radiatifsteconvectifs dans

I'atmosphere urbaine

Résume: Dans de nombreuses études micrométéorologiques, les @sodémeriques
prenant en compte les batiments considérent généraleiamnbdsphére comme neutre. Néan-
moins, les transferts radiatifs urbains jouent un réle irtgod en raison de leur influence sur
le bilan énergétique. Afin de prendre en compte le rayonneatemosphérique et les effets
thermiques des batiments dans les simulations de I'écanleatmosphérique et la disper-
sion des polluants en milieux urbains, nous avons développ@odele de rayonnement at-
mosphérique tridimensionnel (3D), dans le module atmasgie du code de mécanique des
fluidesCode_Saturne. Le schéma radiatif a été précédemment validé avec desé&assits, en
utilisant dans un premier temps, un champ constant de venbaDBs ce travail, le couplage
des schémas radiatifs et thermiques avec le modele dynaregjévalué. L'objectif de la pre-
miere partie est de valider le couplage complet avec les megsie la campagne de mesure
américaine ‘Mock Urban Setting Test’ (MUST) sur des géomsétsimples. La deuxiéme par-
tie traite deux approches différentes pour modéliser |éages radiatifs en milieu urbain
avec une comparaison entrfede_Saturne et SOLENE. La troisieme partie utilise le couplage
complet pour montrer I'apport du modeéle de transfert réfdsat I'’écoulement de I'air dans des
conditions de faible vitesse du vent dans une canopée 3 Baerniere partie, nous utilisons
le couplage dynamique-radiatif pour simuler un environesnurbain réel et valider le modele
avec les données expérimentales de la campagne ‘CanopyesosiohParticles Interactions in
TOulouse Urban Layer (CAPITOUL).

Mot-clés: Physique urbaine, Budget énergétique urbaine, Tempérdausurface, Modéli-

sation du rayonnement 3D, CFD, Couplage





